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Abstract: 

In everyday communication, natural spoken sentences are expressed in a multisensory way 

through auditory signals and speakers' visible articulatory gestures. An important issue is to 

know whether audiovisual speech plays a main role in the linguistic encoding of an utterance 

until access to meaning. To this end, we conducted an event-related potential experiment 

during which participants listened passively to spoken sentences and a lexical recognition 

task. The results revealed that N200 and N400 waves had a greater amplitude after 

semantically incongruous words than after expected words. This effect of semantic 

congruency was increased over N200 in the audiovisual trials. Words presented audiovisually 

also elicited a reduced amplitude of the N400 wave and a facilitated recovery in memory. Our 

findings shed light on the influence of audiovisual speech on the understanding of natural 

spoken sentences by acting on the early stages of word recognition in order to access a 

lexical-semantic network.  
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Introduction 

 

In everyday life, auditory signals are usually accompanied by speakers' visible 

articulatory gestures. Since human speech is mostly multisensory, a major challenge is to 

better understand how continuous speech is perceived and analyzed to build the meaning of a 

sentence from different sensory modalities. Remarkably, the processing of natural spoken 

sentences depends on interconnection between the sub-lexical, lexical, and sentence-level 

processes. An intriguing question is to know whether audiovisual speech can exert an 

influence on the interplay between the processes involved at the different levels (sub-lexical, 

lexical, sentence level) in natural spoken sentences. However, since the role of audiovisual 

speech has been mostly studied by considering processing levels of phonemes, syllables and 

words accompanied by explicit tasks or presented in noisy contexts, the contribution of 

audiovisual speech to the comprehension of meaning of natural spoken sentences is still 

unresolved. 

It is well known that auditory-visual interactions help disambiguate the perception of 

speech sounds in noisy contexts (e.g., Ma, Zhou, Ross, Foxe, & Parra, 2009; MacLeod & 

Summerfield, 1987; Massaro, 1998; Ross, Saint-Amour, Leavitt, Javitt, & Foxe 2007; Sumby 

& Pollack, 1954; Summerfield & McGrath, 1984) and in non-native languages (e.g., Navarra 

& Soto-Faraco, 2007). Auditory-visual interactions also can improve speech perception, with 

the result that reaction times in tasks of syllable and vowel identification were faster when 

they were presented in an audiovisual modality than in an auditory-only modality (e.g., Besle, 

Fort, Delpuech, & Giard, 2004; Klucharev, Möttönen, & Sams, 2003). Moreover, 

electrophysiological recordings demonstrated that auditory-visual interactions even sped up 

the latency of auditory event-related potentials (Alsius, Möttönen, Sams, Soto-Faraco, & 

Tiippana, 2014; Arnal, Morillon, Kell, & Giraud, 2009; Stekelenburg & Vroomen, 2007; van 
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Wassenhove, Grant, & Poeppel, 2005). Although a speeded-up processing of the unfolding 

speech sounds can be accounted for theoretically by the complementary effect of auditory and 

visual information, some authors showed that viewing visual movements predicting in 

advance speech sounds is necessary to observe the speeded-up processing of speech sounds 

(Stekelenburg, & Vroomen, 2007). In natural face-to-face communication, visual information 

can sometimes be provided in advance of speech sounds. For instance, visible articulatory 

movements can precede by tenths or even hundredths of milliseconds the occurrence of 

corresponding speech sounds in preparatory sequences or the start of a speech utterance 

(Chandrasekaran, Trubanova, Stillittano, Caplier, & Ghazanfar, 2009). However, Schwartz 

and Savariaux (2014) showed that the temporal relationship between auditory cues and visible 

articulatory movements is more complex and very variable depending on the different 

phonemes and on their position within an utterance, including a range of audiovisual 

asynchronies varying from small auditory lead (50 ms) to large visual lead (200 ms).  

Speakers' orofacial movements particularly indicate their lip movements (Benoit, 

Guiard-Marigny, Le Goff, & Adjoudani, 1996) and somewhat the movements of their teeth 

and tongue (Badin, Tarabalka, Elisei, & Bailly, 2010; McGrath, 1985). Since speakers' 

orofacial movements provide some reliable markers of phonological information, the notion 

of visual phonemes or visemes was proposed (Fisher, 1968), such that visible speech gestures 

can be produced in a visual distinctive opposition from other phonemes (for example, /p/ and 

/b/ versus /f/ and /v/). Therefore, the audiovisual presentation of incoming speech input may 

trigger the activation of sub-lexical phonological representations sharing a visual similarity 

with the speech gestures and acoustic properties with the auditory input. This impact at the 

sublexical level can thereafter constrain the activation of lexical candidates. A series of 

behavioral studies has examined the contribution of visual speech to spoken-word recognition 

(Buchwald, Winters, & Pisoni, 2009; Fort, Kandel, Chipot, Savariaux, Granjon, & Spinelli, 
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2013; Dodd, Oerlemans, & Robinson, 1989; Kim, Davis, & Krins, 2004; Mattys, Bernstein, & 

Auer, 2002; Tye-Murray, Sommers, & Spehar, 2007). Several priming studies have 

demonstrated that visual speech primes auditory lexical targets in a variety of tasks including 

semantic categorization and word identification (Buchwald et al., 2009; Fort et al., 2013; 

Dodd et al., 1989; Kim et al., 2004). Additionally, Mattys, Bernstein, & Auer (2002) showed 

that visual spoken words were recognized more accurately when they had few visual 

articulatory competitors (i.e. words that looked like few other words in terms of visemes) than 

when they had many visual articulatory competitors. Visual articulatory neighbors (i.e. words 

that look like other words in terms of visemes) thus act on the lexical competition between 

candidates, suggesting that the visual neighborhood density (i.e., number of words that can be 

created from a target word by adding, deleting, or substituting a single viseme) can have an 

impact on speechreading. Tye-Murray, Sommers, & Spehar (2007) replicated the findings of 

Mattys, Bernstein, & Auer (2002) in visual speech and they also showed that words were 

recognized more correctly in the audiovisual modality when they had few items at the overlap 

between the auditory and visual phonological neighborhood densities compared to many 

items that were both auditory and visual neighbors. Taken together, these findings indicate 

that both auditory and visual information seem to constrain the activation of lexical 

candidates, thus influencing lexical competition. 

However, how continuous speech is perceived and analyzed to build the meaning of a 

sentence from different sensory modalities (auditory and visual) is less understood. In this 

context, the present study explored the impact of audiovisual speech on the interplay between 

spoken-word recognition and processing at the sentence level in natural spoken sentences in 

order to access a lexical-semantic network. In light of findings showing that both auditory and 

visual information can constrain the activation of lexical candidates (Buchwald et al., 2009; 

Fort et al., 2013; Dodd et al., 1989; Kim et al., 2004; Mattys et al., 2002; Tye-Murray et al., 
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2007), we could hypothesize that audiovisual speech affects the interplay between spoken-

word recognition and processing at the sentence level by increasing the efficiency in 

combining the analysis of an incoming word with the contextually based constraints from the 

meaning of the utterance. In line with this hypothesis, visual speech can guide phonological 

and timing predictions about the occurrence of upcoming speech sounds, so that audiovisual 

speech offers substantial benefits of processing in the encoding of the speech by constraining 

the number of possible candidates in a spoken utterance (for a review, Peelle & Sommers, 

2015).  

Nonetheless, this hypothesis was drawn from studies that did not focus on sentence 

processing or use explicit tasks. It should be noted that the integration of auditory and visual 

information in different speech materials is underpinned by various mechanisms (e.g., Grant 

& Seitz, 1998; Van Engen, Xie, and Chandrasekaran, 2017). It was found that an individual’s 

susceptibility to the McGurk effect (the perceptual fusion between incongruent auditory, i.e. 

/ba/ and visual, i.e. [ga]) in isolated syllables did not show any relationship with their ability 

to use visual cues to understand spoken sentences in noise (Grant & Seitz, 1998; Van Engen 

et al., 2017). Moreover, our hypothesis of whether audiovisual speech affects the interplay 

between spoken-word recognition and processing at the sentence level can be challenged by 

the recent proposal that the role of visual speech might be preferentially limited to the 

recognition of phonemes (Baart & Samuel, 2015). Studies with behavioral and 

electrophysiological recordings (e.g., Samuel & Lieblich, 2014; Baart & Samuel, 2015) 

provided experimental evidence for effects of lip-reading and lexical contexts operating 

differently on speech sound processing. According to Baart & Samuel (2015), information 

obtained from visual speech might contribute more to the recognition of phonemes than 

lexical access and understanding of the meaning of sentences, because visual speech operates 

particularly along the dorsal pathway of speech perception (Hickock and Poeppel, 2007). In 
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the dual stream model of speech perception (Hickock and Poeppel, 2007), early stages of 

speech processing are thought to occur bilaterally in the auditory regions of the dorsal 

superior temporal gyrus (STG) and superior temporal sulcus (STS). Thereafter, two streams 

are thought to diverge. The dorsal pathway connects the temporal cortex to the premotor 

cortex including the parietal-temporal junction for auditory-to-motor mapping. The posterior 

portion of the STS plays a role in multisensory integration during speech perception 

(Beauchamp, Argall, Bodurka, Duyn, & Martin, 2004; Calvert, Campbell, & Brammer, 2000; 

Sekiyama, Kanno, Miura, & Sugita, 2003; Wright, Pelphrey, Allison, McKeown, & 

McCarthy, 2003) and some neuroimaging studies have shown the involvement of the motor 

regions in audiovisual speech processing (Fridriksson, Moss, Davis, Baylis, Bonilha, & 

Rorden, 2008; Hall, Fussell, & Summerfield, 2005; Skipper, Nusbaum, & Small, 2005). In 

contrast, the second pathway, which is called the ventral pathway, and is located in the 

temporal lobe supports auditory-to-meaning mapping (i.e., lexical and meaning access). The 

anatomical and functional distinction between the two streams of speech perception suggests 

that audiovisual speech helps in the recognition of phonemes rather than in the encoding of 

the spoken utterance at higher levels (i.e., lexical and meaning comprehension). 

In the present study, event-related potentials (ERPs) were used to study cognitive 

processes in real time with high temporal resolution after semantic anomalies. We thus 

tracked ERPs in response to the congruency of a final word in the context of the sentence 

presented either in the auditory-only modality or in the audiovisual modality. While early 

auditory event-related potentials (ERP), namely N100 and P200, are associated with 

perceptual and sub-lexical processing, two negative waves (N200, N400) are known to be 

sensitive to sentence-level processes when a word is semantically incongruous with the 

previous context in auditory sentences.  
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In audiovisual speech, the N100 and P200 are attenuated in amplitude when the visual 

articulatory information is in accordance with auditory information compared to an auditory-

only stimulation of syllables (Besle et al., 2004; Klucharev et al., 2003; Pilling, 2009; van 

Wassenhove et al., 2005). Additionally, the peak of the auditory event-related potentials 

occurred earlier for audiovisually presented syllables than for the auditory-only presentation 

of syllables (van Wassenhove et al., 2005). This speeding-up of auditory event-related 

potentials was also higher for /p/ more visually salient versus /k/ visually ambiguous 

according to the principle of visual saliency. Stekelenburg and Vroomen (2007) found a 

similar speeding-up and suppression of auditory N100 amplitude in audiovisual speech 

perception was found with nonspeech events when the visual information contained 

anticipatory motion. In contrast, the audiovisual impact on auditory N100 was not observed 

when the visual information did not predict in advance the speech sound (Stekelenburg, & 

Vroomen, 2007).  

In auditory sentences, a negative wave, peaking around 200 ms, is typically increased 

in amplitude in semantically anomalous conditions when the word onset is different from that 

of the word expected from the sentence (e.g., Connolly and Phillips, 1994; Connolly, Stewart, 

& Phillips, 1990 ; van den Brink and Hagoort, 2004, van den Brink, Brown and Hagoort, 

2001). This first negative shift elicited after semantic anomalies is traditionally called the 

N200 or PMN (phonological mismatch negativity) and is specifically found in the spoken 

modality (van den Brink and Hagoort, 2004). The N200 indexes phonological processing after 

the recognition of initial phonemes in contact with the lexical- and sentence-level processes. 

Therefore, when the initial phonemes of the perceived word do not match the initial phonemes 

of the expected word from the sentence constraints, a negative shift is elicited (Connolly, 

Phillips, Stewart, & Brake, 1992). 
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In addition to the N200, a large negativity occurs later around 400 ms after semantic 

anomalies with a posterior distribution across the scalp. This second shift is associated with 

lexical access in both written and spoken modalities (Kutas & Federmeier, 2000) and is 

known as the N400. Unlike the N200, the N400 component reflects the processing of words at 

the lexical level in contact with sentence-level processes (Hagoort and Brown, 2000). Hence, 

both the N200 and the N400 are associated with the interplay between spoken-word 

recognition and processing at sentence level to access a lexical-semantic network when 

comparing the processing of incoming words expected from a sentence context to that of 

semantically incongruous words. 

In our previous study (Brunellière, Sánchez-García, Ikumi & Soto-Faraco, 2013) in 

which we explored the electrophysiological correlates underlying sentence processing with 

audiovisual speech, we found amplitude modulations of N100, N200 and N400 waves. In the 

first experiment, we manipulated the semantic constraints of sentence (strong predictable 

words versus weakly predictable words) within audiovisual sentences as well as visual 

salience of word onset (/p/ versus /k/). We observed that the high visual salience elicited an 

increase in amplitude relative to the low one across all ERP components found (i.e., N100, 

N200, N400). Moreover, the long-lasting N400 after weakly predictable words compared to 

strongly predictable words was stronger in amplitude and more spatially distributed across the 

scalp at a late time window when the visual salience was high. In the second experiment, we 

probed more precisely the effect of visual salience by presenting the sentences in audiovisual 

or auditory-only modalities without manipulating the semantic constraints. In that case, we 

replicated the N100 findings of van Wassenhove et al. (2005). While we found the typical 

amplitude-reduction N100 response independently of visual salience, there was only a 

temporal facilitation of the auditory-evoked N100 response triggered by audiovisual 

presentation when the visual salience was high. Thereafter, the audiovisual modality 
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modulated late processing stages over the late N400 part, producing an increase in amplitude 

for the high visual salient targets. We interpreted that the highly salient visual cue (/p/) might 

tend to keep activated lexical candidates sharing the same visual onset for a longer time, 

thereby producing more lexical competition and thus a cost for lexical selection. In line with 

this hypothesis, the late interaction between visual salience and semantic constraints in the 

first experiment could reflect the resolution of this cost thanks to the semantic constraints. 

Therefore, although the findings of two experiments suggest an impact of audiovisual speech 

depending on the visual salience at the sublexical and lexical levels, they do not provide direct 

evidence for a contribution of audiovisual speech to the interplay between spoken-word 

recognition and processing at the sentence level.  

To investigate this issue, we tracked ERPs responses after expected and incongruous 

words in the context of semantically constraining sentences that were presented in audiovisual 

and auditory-only modalities. If audiovisual speech were to have an impact on lexical-

semantic processing, one would expect that the biphasic negative shift with increased 

amplitude over the N200 and N400 components for semantically incongruous words in 

comparison with expected words would be stronger when the sentences are presented 

audiovisually than when they are presented in an auditory-only modality. On the contrary, if 

audiovisual speech primarily contributes to the recognition of phonemes rather than the 

linguistic encoding of the utterance, audiovisual speech would have an impact on the 

amplitude of the N100, N200 and the N400 waves but without interacting with processing at 

the sentence level (i.e., lower amplitude when sentences are presented in the audiovisual 

modality than when presented in an auditory-only modality).  

To gain further insight into the impact of audiovisual speech in lexical-semantic 

processing, we also probed the interactive effects between the semantic congruency of words 
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regarding the sentence context and the modality of presentation on memory representations in 

the lexicon. Neville, Kutas, Chesney, & Schmidt (1986) found that old words that previously 

occurred in sentences during a listening task were better recognized when they fitted with the 

sentence context than those that did not. We explored whether this effect was strengthened by 

audiovisual speech. Up to now, richer episodic memory representations have been only found 

in the audiovisual modality than in the auditory-only modality in free-recall tasks (Goolkasian 

& Foos, 2005; Thompson & Paivio, 1994; Pichora-Fuller, 1996). 
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Methods and Materials 

Participants. Thirty-two healthy, native monolingual French speakers with normal or 

corrected-to-normal vision participated in this experiment. They were recruited at the 

University of Lille and declared no hearing or language impairments as per self-report. All 

were right-handed as assessed by the Edinburgh handedness inventory (Oldfield, 1971). The 

participants included 20 women and 12 men, with a mean age of 21.4 (range: 18-34 years, 

SD=3). Before the beginning of the experiment, participants gave their written informed 

consent, which was conducted in accordance with the Declaration of Helsinki. The 

experiment was approved by the Research Ethics Committee of the University of Lille. 

Participants received monetary compensation for participation (10€) or course credits. 

Stimuli. The experimental stimuli were composed of a set of 312 sentences where the context 

was highly constraining semantically and each context sentence ended either in the final 

expected noun or in a semantically incongruent noun. The selection of sentence context was 

based on the classical cloze procedure and the quality of the stimuli during their recordings 

(normal rate speech, clear productions of words). In addition to the manipulation of the 

semantic congruency, the whole set of sentences was presented either audiovisually or in the 

auditory-only modality. By manipulating two factors (semantic congruency and modality of 

presented), we obtained four experimental conditions (see, Table 1): Auditory-only and 

expected word (AO-Expected), auditory-only and incongruous word (AO-Incongruous), 

audiovisual and expected word (AV-Expected) and audiovisual and incongruous word (AV-

Incongruous). During the classical cloze procedure, ninety participants not included in the 

experiment were asked to complete sentence fragments with the first noun that came to mind. 

The final noun, accompanied by its article, was missing within each sentence fragment. The 

mean cloze probability was 0.82 (range: 0.53-1) for the 312 selected sentence contexts and the 

mean length in terms of number of words was 15.3 (range: 8-34). The final words (expected 
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and incongruous nouns) shared the same gender and the same number, so that there was no 

violation in terms of grammatical information. Expected and incongruous words differed from 

the first phoneme, in terms of semantic information. They were matched for lexical 

frequency, number of phonemes, number of syllables, number of phonological neighbors, and 

uniqueness point (see, Table 2). The onset of final words was always a plosive (/p/, /t/, /k/), 

making it easy to align the event-related potentials time-locked to the auditory onset of the 

final word. Expected and incongruent words were equally likely to begin with /p/, /t/ or /k/ 

(110 /p/, 114 /k/, 88 /t/). The initial phonemes of the expected and incongruent words thus 

were visually equally salient. Moreover, the three types of initial phonemes differed in terms 

of viseme categories (Benoit, Lallouache, Mohamadi, & Abry, 1993; Fisher, 1968; Istria, 

Nicolas-Jeantoux, & Tamboise, 1982) such that /p/ was replaced with /t/ or /k/ in the 

incongruous version of sentences. Moreover, 85% of expected words completely differed 

from incongruent words which replaced them in the incongruous sentences in terms of viseme 

categories during the unfolding of words. 

< Insert Tables 1 and 2 here > 

To avoid exposing participants to repeated presentations of the same sentence context, 

we constructed four experimental lists composed of 78 trials per experimental condition (AO-

Expected, AO-Incongruous, AV-Expected, AV-Incongruous). Each sentence context was 

presented once in one experimental condition per participant and was presented in all 

conditions to all participants. Eight participants were exposed to one experimental list (i.e., a 

total number of 32 participants). In addition to the experimental stimuli, we constructed 156 

semantically congruent sentences (e.g., « Elle raffole des livres de cet auteur », She is mad 

about the books by this author). These sentences were used as fillers to prevent strategies 
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related to semantic violations. For all participants, 33.3% of all presented stimuli were 

semantically incongruent sentences. 

All stimuli were produced several times by a French-speaking woman. The speaker was 

asked to pronounce the sentences with natural prosody at normal speaking rate. To make sure 

that intonation and speaking rate were kept constant between the two versions of sentence 

context, ended either in the expected word or the incongruous word, the stimuli were with 

pairs recorded one after the other. Within each sentence context, the speaker first pronounced 

the expected version of sentence context twice and then the incongruous version twice, or she 

proceeded in reverse order. The order of expected and incongruous versions was 

counterbalanced across the whole set of sentence contexts. The full face of the speaker in 

frontal view was recorded simultaneously with the auditory stream during sentence 

production. The audiovisual recordings were clipped out using AVID and a 375 ms linear 

fade-in ramp and a 250 ms linear fade-out ramp were added. The selection of audiovisual 

sentences was based on natural intonation and speaking rate. Using Praat (Boersma and 

Weenink, 2011), we measured the total duration of each sentence, of sentence contexts 

preceding the critical word and of the final word. T-tests comparisons between the expected 

and the incongruous versions of sentences revealed no significant difference in duration (total 

duration of sentences, t(622)=0.27, p=.87; total duration of sentence contexts, t(622)=-0.70, 

p=.785; duration of final auditory words t(622)=0.16, p=.482). In addition, t-tests 

comparisons between the expected and the incongruous versions of sentences showed no 

significant difference in mean intensity (sentence context, t(622)=-0.86, p=.388; final words, 

t(622)=-0.88, p=.378). Moreover, measures of the mean fundamental frequency of sentence 

contexts and of final auditory words did not differ significantly as a function of semantic 

congruency (sentence context, t(622)=-0.91, p=.36; final words, t(622)=-0.99, p=.21)”. The 

visual onset of the final word was estimated by visual inspection of the video clips targeting 
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the onset of relevant lip articulation and tongue position. The visual information preceded the 

auditory information with a mean lead of 35.3 ms. This earliness of visual information 

compared to auditory information did not differ as a function of the semantic congruency 

(incongruous vs. expected versions of sentences, t(622)=0.45, p=.65). 

Experimental procedure. Each trial began with a red fixation cross presented in the center of 

the monitor for 500 ms, followed by the presentation of a sentence. At the end of a sentence, a 

black screen appeared for 1000 ms, which was then replaced by a white fixation cross in the 

center of the monitor for 1000 ms. The auditory stream was presented binaurally at a 

comfortable sound level via earphones, and the video stream was played on a computer 

monitor placed 100 cm away from the participant. Sounds were presented through Sennheiser 

earphones (cx281) at approximately 70 dB sound pressure level at a sample rate of 44.1 kHz. 

Videos were displayed centered on a 14.1-inch monitor with a refresh rate of 60 Hz. To 

minimize ocular artefacts, participants were asked to maintain their gaze at the center of the 

screen and were encouraged to avoid making movements until the white fixation cross was 

displayed. While their EEG activity was being recorded, participants were asked to listen to 

the sentences without engaging in any other tasks (for similar approaches, Hagoort and 

Brown, 2000, van den Brink and Hagoort, 2004, van den Brink, Brown and Hagoort, 2001). 

They were exposed to 24 practice sentences prior to the set of six blocks of 52 trials. Each 

block lasted around 12 minutes and was composed of all experimental conditions and fillers 

presented in random order. While three blocks presented sentences audiovisually, three others 

presented sentences in an auditory-only modality. The order of blocks was counterbalanced so 

that the modality of sentence presentation changed after each block. The block order was also 

randomized.  
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After the listening task, participants performed a lexical recognition task on a set of 144 

written words presented one after the other in the center of the monitor. The presentation of 

written words made it possible to access the memory trace of words in the lexicon and to 

avoid familiarity effects associated with the acoustic or phonetic properties when the words 

had previously been heard. During the lexical recognition task, each trial began with a 

fixation cross for 500 ms followed by the presentation of a written word in the center of the 

monitor. After a 2,000-ms intertrial interval, another fixation cross was presented. Participants 

were asked to indicate, as quickly and as accurately as possible, whether they had heard the 

word or not during the listening task by pressing one of the two buttons on a response box. 

The response buttons were counterbalanced across all participants. The lexical recognition 

task lasted around 15 minutes. Half of the words were presented as final nouns (72 old 

words), while the other half never occurred in the sentences during the listening task (72). 

Among the words which had not been uttered in the sentences, half of them were new (36) 

and the other half (36) were expected words from the sentence context, although not presented 

at the end of the sentence (i.e., in the incongruous version). The words expected but not 

presented during the listening task were words expected, from either the auditory (18) or the 

audiovisual sentence context (18). As for the words which had been presented previously as 

final nouns during the listening task (72 old words), half were expected words from the 

sentence context (18 words delivered in either an audiovisual modality or an auditory-only 

modality) and the other half were incongruous words (18 words in each modality of sentence 

presentation). Therefore, there were four experimental conditions for the old words. The 

words selected for the lexical recognition task were matched for lexical frequency, number of 

phonemes and letters, number of syllables, number of phonological and orthographical 

neighbors, and uniqueness point. This behavioral task allowed us to make sure that 

participants had paid attention to the words embedded in the spoken sentences by estimating 
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d-prime using hit responses (i.e., presented words during the sentence listening task and to 

which participants pressed the button corresponding to ‘heard words’) and false alarms (i.e., 

words that had not been presented during the sentence listening task but to which participants 

pressed the button corresponding to ‘heard words’). Interestingly, this task offered the 

opportunity to probe an effect of richer episodic memory representations for old words 

according to their modality of presentation and their fitting with the contextually based 

constraints from the meaning of the utterance during the listening task. Therefore, we 

performed two-way repeated measures ANOVA on hit rates with the modality of presentation 

(audiovisual vs. auditory-only modality) and the semantic congruency of the final word 

(expected vs. incongruous words). 

EEG recording and analyses. The EEG signal was recorded on the scalp using a 128-channel 

Biosemi Active Two AD-box. Two electrodes placed close to the right eye were used to 

record eye movements. The electrical signal of two additional electrodes placed over the right 

and left mastoids was also measured. Individual electrodes were adjusted to a stable offset 

lower than 20 mV during the EEG recording. The electrical signal was digitized at 1024 Hz. 

The EEG epochs started 100 ms before and lasted 800 ms after the auditory onset of final 

word. Each epoch was corrected to a 100-ms baseline and was filtered offline with a 0.01–30 

Hz band-pass filter and a 50 Hz notch filter. To eliminate eye blinks and other artifacts, the 

epochs were removed under a rejection criterion of +/-70 µV at any channel within the period 

of epochs. The ERP waveforms, which were time-locked to the auditory onset of final words, 

were calculated for every participant, experimental condition, and electrode. The total number 

of accepted epochs was equal across the experimental conditions (mean accepted epochs, AO-

Expected: 71, AO-Incongruous: 70.9, AV-Expected: 71.4, AV-Incongruous: 70.9). Bad 

channels were interpolated for each participant (Perrin, Pernier, Bertrand, Giard, & Echallier, 
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1987) and the EEG signal was referenced offline to an average mastoid reference (left and 

right). The mean number of the interpolated channels was 2.8. 

The analyses focused on three ERP components commonly observed during spoken 

word recognition (N100, N200, and N400). The mean amplitude of each ERP component was 

extracted across the participants within three time windows in which the maximum peak 

amplitude was as follows: 100-140 ms (N100); 160-210 ms (N200); 250-600 ms (N400). As 

in the study by van den Brink, Brown and Hagoort, (2001), the N200 time window was 

determined from the onset of the first ascending slope until the offset of the descending one in 

semantically incongruous conditions compared to congruous ones. The latency of the N400 

time window was associated with the onset of the ascending slope around 250 ms and the 

N400 time window corresponded to a large standard time window for measuring the N400 

effect (Lau, Phillips, & Poeppel, 2008). We computed three-way repeated measures ANOVA 

on the mean amplitude of each time window according to semantic congruency of the final 

noun, modality of presentation1 and topography (see Table 3). As in previous studies (van den 

 
1  

Previous studies examining the N100 explored when multisensory integration takes place (e.g., Besle 

et al., 2004; Klucharev et al., 2003; Pilling, 2009, van Wassenhove et al., 2005). They used the 

rationale of the additive model (i.e., differences between the summed unimodal activity and the 

activity generated by the audiovisual condition). However, this approach can lead to biases (Besle, 

Fort, & Giard, 2004; Stekelenburg & Vroomen, 2007, and Teder-Salejarvi, McDonald, & Di Russo & 

Hillyard, 2002). Biases come from the assumption that unimodal auditory stimuli and unimodal visual 

stimuli are independently processed. In fact, a common activity including attentional modulation, 

working memory or any higher cognitive processes may be associated with the processing of both 

types of stimuli (auditory and visual). This issue is very problematic when investigating effects after 

200 ms from stimulus onset where the higher cognitive processes are likely to occur. Interestingly, 

Baart (2016) demonstrated that the suppression of N100/P200 in amplitude and the speeding up of 

N100/P200 latencies by audiovisual speech were not modulated by whether the visual-only condition 

was subtracted or not from the audiovisual condition. For all these reasons, it was legitimate to 

compare audiovisual and auditory-only trials in the present study. 
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Brink, Brown and Hagoort, 2001; Van den Brink & Hagoort, 2004), the statistical analyses 

were performed using different topographical sites2 (left anterior, right anterior, frontocentral, 

centroparietal, left parietal, right parietal and occipito-parietal) to cover the topography of the 

components of interests. Each topographical site was composed of seven individual 

electrodes. To adjust to violations of sphericity (Greenhouse & Geisser, 1959), the 

Greenhouse-Geisser correction was applied when there was more than one degree of freedom 

in the numerator. The corrected p values are reported. When a significant interaction was 

found, pairwise Tukey t-tests were conducted to interpret the significance of the elicited 

effects. 

 

Results 

Behavioral results. Participants performed the lexical recognition task above chance level 

(Mean, d’=1.1, t(31)=14.2, p=4.1×10-13), suggesting that they paid attention to the words 

embedded in the spoken sentences during the listening task. The statistical analysis of old 

words on hit rates revealed main effects of Semantic Congruency (F(1,31)=16.55, 

MSE=227.7, p=3×10-4) and Modality (F(1,31)=6.17, MSE=136, p=.019). As seen in Figure 1, 

participants recognized expected words better than incongruous words. Additionally, words 

were better recalled when they had been previously presented in audiovisual trials than in an 

auditory-only modality. No significant interaction between Semantic Congruency and 

Modality was found (F(1,31)=1.11, MSE=95.9, p=.3). Then, to test whether the contextually 

based constraints from the meaning of the utterance affected the retrieval of the word memory 

traces, we compared the participants’ performance on the 18 new words to that for the words 

 
 

2 Left anterior: D10, D11, D12, D13, D14, D18, D19, right anterior: B20, B21, B29, B30, B31, B32, B22, 

frontocentral: D2, C2, FCz, C24, C22, C11, Fz, centroparietal: Cz, A2, CPz, B1, B2, D15, D16, left parietal: 

A17, A16, A9, A8, A7, A6, D29, right parietal: A30, A29, B3, B4, B5, B6, B13 and occipito-parietal: A5, A18, 

A20, Pz, Poz, A31, A32. 
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that not presented and had been expected, from either the auditory or audiovisual sentence 

context by conducting one-way repeated measures ANOVA on false alarms rates. This 

analysis showed a main effect of participants’ performance for new words, and those for the 

two types of expected (but not presented) words (F(2,62)=14.59, MSE=127.04, p=6 10-7). 

Paired Tukey t-tests comparisons indicated that participants had more false alarms for 

expected (but not presented) words than for new words (see Figure 1, for expected words 

from the auditory-only modality of sentence context presentation versus new words, p=4.97 

10-4; for expected words from the audiovisual modality of sentence context presentation 

versus new words, p=1.24 10-4). There was no significant difference between the two types of 

expected (but not presented) words which differed between them only in the modality of 

sentence context presentation (p=.55). 

< Insert Figure 1 > 

ERP results. The grand-average ERP waveforms per experimental condition are shown in 

Figure 2. A first negative response peaks around 100 ms (N100) for all experimental 

conditions and is then followed by a second negative peak elicited by the semantically 

incongruent words around 200 ms (N200). The amplitude of this latter component seemed to 

be stronger for semantically incongruent words than for expected words. A large negativity 

response appeared between 250 and 600 ms and its amplitude was more pronounced for 

semantically incongruent words as traditionally observed in the literature for the N400 wave 

after semantic violations. Based on visual inspection, it appeared that audiovisual speech 

affected the amplitude of both the N100, N200 and N400 waves. 

< Insert Figure 2 > 

< Insert Table 3 > 
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Impact of audiovisual speech on sentence processing at perceptual level 

To explore the impact of audiovisual speech in sentence processing at perceptual level, we 

examined the mean amplitude of the N100 wave (see Figures 2 and 3). Over the N100 time 

window, the ANOVA revealed main effects of Semantic Congruency (F(1,31)=8.17, 

MSE=75.53, p=.007, η²p=.21) and of Topography (F(6,186)= 8.81, MSE=7.52, p=9.3×10-5, 

η²p=.22). As seen in Figures 2 and 3, the amplitude of the N100 wave was stronger for 

incongruous words than for expected words. Paired Tukey t-tests comparisons regarding the 

topography factor showed that there were more negative values over the centroparietal sites3 

relative to the left and right anterior sites and the left and right parietal sites (p<.05), as shown 

in Figure 3. Moreover, we found no main effect of Modality (F(1,31)=1.26, MSE=71.84, 

p=.27, η²p=.039), but a significant interaction between Modality and Topography 

(F(6,186)=2.85, MSE=4.79, p=.049, η²p=.08). The amplitude of N100 was greater in the 

audiovisual modality than in the auditory-only modality, only over the frontocentral site 

(p=.0013). As seen in Table 3, no other significant interactions were found. The same 

statistical analysis was performed over the positivity wave (P50) placed before the N100 time 

window. This analysis also revealed a main effect of Semantic Congruency (F(1,31)=7.27, 

MSE=27.95, p=.011, η²p=.19) and a significant interaction between Modality and Topography 

(F(6,186)=3.28, MSE=3.09, p=.039, η²p=.095) with the same pattern as the N100. There was 

 
3 ANOVA analysis exclusively based on the mean amplitude of centroparietal sites where the N100 amplitude 

was found to be the strongest revealed no significant effect of Modality (F(1,31)=1.86, MSE=25.78, p=.18, 

η²p=.005). The same analysis based on the mean amplitude or the peak amplitude over CPz and Cz again showed 

no significant effects of Modality (CPz, mean amplitude, F(1,31)=0.35, MSE=2.07, p=.56, η²p=.011, CPz peak 

amplitude, F(1,31)=0.003, MSE=2.15, p=.99, η²p=10-5, Cz, mean amplitude, F(1,31)=2, MSE=9.1, p=.17, 

η²p=.06, Cz, peak amplitude, F(1,31)=1.1, MSE=10.98, p=.32, η²p=.03). Furthermore, an analysis based on the 

peak latency over CPz and Cz again revealed no main effect of Modality (CPz, F(1,31)=1, MSE=407, p=.33, 

η²p=.03, Cz, F(1,31)=3.1, MSE=327, p=.10, η²p=.02).  
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an increased N100 amplitude after incongruous words as compared to expected words and the 

N100 amplitude was greater in the audiovisual modality than in the auditory-only modality 

over the frontocentral sites (see Figure 3). 

< Insert Figure 3 > 

Impact of audiovisual speech on sentence processing at sub-lexical, lexical, and 

sentence-levels 

The N200 and the N400 are associated with the interplay between spoken-word recognition 

and processing at sentence level to access a lexical-semantic network. If audiovisual speech 

had an impact on lexical-semantic processing, one would expect that the biphasic negative 

shift with increased amplitude over the N200 and N400 components for semantically 

incongruous words in comparison with expected words would be stronger when the sentences 

are presented audiovisually than when they are presented in an auditory-only modality. Over 

the N200 time window, we found a main effect of Semantic Congruency (F(1,31)=31.35, 

MSE=143,02, p=4×10-6, η²p=.5) and a significant interaction between Semantic Congruency 

and Modality (F(1,31)=5.97, MSE=30.96, p=.02, η²p=.16). As seen in Figures 2 and 4, the 

amplitude of the N200 wave was stronger for incongruous words than for expected words. 

Paired Tukey t-tests comparisons revealed only differences between incongruous words and 

expected words (p<.001). The enhanced negativity for incongruous words (as compared to 

expected words) was greater in the audiovisual trials than in the auditory-only modality 

(t(31)=2.44, p=0.021, d=.38).  There was also a main effect of Topography (F(6,186)=8.58, 

MSE=8.41, p=9×10-6, η²p=.22) and a significant interaction between Semantic Congruency 

and Topography (F(6,186)=4.19, MSE=2.38, p=.016, η²p=.12). Paired Tukey t-tests 

comparisons showed that there were more negative values over the centroparietal sites 

relative to the anterior and parietal sites (including the left and right side). The enhanced 
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negativity for incongruous words than for expected words was stronger over centroparietal, 

occipito-parietal sites, left and right parietal sites than over left and right anterior sites 

(p=2.6×10-6). As seen in Figure 4C, the amplitude of N200 seemed to be greater after 

incongruous words in the audiovisual trials than in the auditory-only modality over 

centroparietal sites. In contrast, a lower amplitude of N200 for expected in the audiovisual 

trials than in the auditory-only modality seemed to appear over occipito-parietal sites. 

Supplementary ANOVAs over centroparietal and occipito-parietal sites where the effect of 

semantic congruency was the strongest revealed a significant interaction between Semantic 

Congruency and Modality for each one (centroparietal, F(1,31)=7.07, MSE=6.196, p=.01, 

η²p=.18, occipito-parietal, F(1,31)=7.74, MSE=6.03, p=.009, η²p=.2). Moreover, paired t-test 

comparisons over the centroparietal sites indicated that the amplitude of N200 after 

incongruous words was stronger in the audiovisual modality than in the auditory-only 

modality (p=.04) as shown in Figure 4. There was a lower amplitude of N200 after expected 

words in the audiovisual modality than in the auditory-only modality over the occipito-

parietal sites (p=.02).  

< Insert Figure 4 > 

As with the N200 time window, a main effect of Semantic Congruency (F(1,31)=101.51, 

MSE=55.7, p=2.6×10-11, η²p=.77) was observed over the N400. This increased N400 amplitude 

for incongruous words relative to expected words was topographically localized, as suggested 

by the significant interaction between Semantic Congruency and Topography 

(F(6,186)=14.42, MSE=3.59, p=2.2×10-7, η²p=.32). The increased N400 amplitude for 

incongruous words (as compared to expected words) was stronger over the centroparietal and 

occipito-parietal sites than the other sites (p<.05). Moreover, while no main effect of Modality 

was found (F(1,31)=0.3, MSE=55.7, p=.59, η²p=.01), there was a significant interaction 
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between Modality and Topography (F(6,186)=8.88, MSE=3.59, p=.0001, η²p=.22). The 

amplitude of N400 was reduced in the audiovisual trials as compared to the auditory-only 

modality, only over the left and right parietal sites and the occipito-parietal sites (respectively, 

p=.0015, p=.017, p=.017), as shown in Figure 5. There was also a main effect of Topography 

(F(6,186)=45.08, MSE=8.51, p=2.1×10-14, η²p=.59). Paired t-tests comparisons showed that 

values were more negative over the anterior, frontocentral and centroparietal sites than over 

the left and right parietal sites and the occipito-parietal sites (p<.05). No other significant 

interactions were found. 

< Insert Figure 5 > 

To confirm the apparent topographical differences between N200 and N400, we 

compared mean amplitudes after normalization to the global field power between these two 

ERP components and performed a four-way repeated measures ANOVA using component 

(N200 versus N400), semantic congruency of the final noun, modality of presentation and 

topography. The ANOVA analysis showed a significant interaction between Component and 

Semantic Congruency (F(1,31)=18.77, MSE=8.31, p=1.4×10-4, η²p=.38) revealed a stronger 

effect of semantic congruency over the N400. Incongruous words elicited a greater amplitude 

of N400 than that of N200 (p=.02) and expected words elicited a lower amplitude of N400 

than that of N200 (p=.006). Significant interactions between Component and Topography 

(F(6,186)=24.69, MSE=1.31, p=2.3×10-9, η²p=.44) and between Component, Semantic 

Congruency and Modality (F(1,31)=4.76, MSE=14.95, p=.04, η²p=.13) were also shown. The 

topography of N400 differed from that of N200 in that more negative responses were found 

over the left anterior and frontocentral sites (see Figure 6). Whereas values of N200 were 

more negative over the centroparietal sites than over the anterior and parietal sites (including 

the left and right side) and the occipito-parietal sites (p<.05), the topography of N400 showed 
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more negative values over left anterior, frontocentral and centroparietal sites than over the left 

and right parietal sites and the occipito-parietal sites (p<.05) as seen in Figure 6. As observed 

in separate analysis on each ERP time window (i.e., N200 and N400) and in Figures 4 and 5, 

the significant interaction between Component, Semantic Congruency and Modality indicated 

that although the effect of semantic congruency was greater in the audiovisual trials than in 

the auditory-only trials over N200, the effect of semantic congruency was equal whatever the 

modality of presentation over N400. Taken together, this analysis confirmed that the N200 

wave is a separate ERP component from the N400 wave.  

< Insert Figure 6 > 
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Discussion 

The present study investigated whether speakers' orofacial movements contribute to 

the interplay between the stages of spoken-word recognition and the sentence-level processes 

to build the meaning of sentences. After a large sample of participants had listened passively 

to natural spoken sentences presented either in the audiovisual or the auditory-only modality, 

we recorded ERPs elicited by contextually expected and semantically incongruous words. The 

rationale was that if audiovisual speech affected the interplay between spoken-word 

recognition and processing at sentence level, the audiovisual modality of presentation would 

increase the efficiency of combining the analysis of the incoming word with the contextually 

based constraints from the meaning of the utterance. As a result, an increase would be 

observed in the brain response associated with the effect of semantic congruency between 

expected and semantically incongruous words in the audiovisual modality of presentation 

compared to the auditory-only modality. Moreover, if audiovisual speech affects lexical-

semantic processing, a facilitated recovery of episodic memory representations associated 

with final words would be shown in a lexical recognition task, such that the facilitated 

recovery due to audiovisual speech could depend on the semantic congruency of final words 

regarding the sentence context. An alternative hypothesis is that audiovisual speech 

contributes to the recognition of phonemes rather than the linguistic encoding of the utterance 

at higher levels. In that case, the brain response associated with the effect of semantic 

congruency should not differ as a function of the modality of presentation.  

The N100 associated with perceptual processing was affected by the modality of 

presentation, so that a greater amplitude was seen over frontocentral sites in audiovisual trials 

than in auditory-only trials. Regarding the semantic congruency of word in the sentence 

context, the amplitude of the N100, N200 and N400 waves was greater after semantically 
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incongruous than contextually expected words. In line with the goal of the present study, a 

greater efficiency to combine the analysis of the incoming word with the contextually based 

constraints from the meaning of the utterance was observed over the N200 component when 

words were presented in the audiovisual modality than in the auditory-modality alone. While 

an increased N200 amplitude for incongruous words in the audiovisual modality was found 

over centroparietal sites, a reduced N200 amplitude for expected words in the audiovisual 

modality was observed over occipito-parietal sites. In contrast, the semantic congruency effect 

did not vary as a function of the modality of presentation over the N400 and audiovisually 

presented words elicited a reduced N400 wave amplitude over parietal sites. In the lexical 

recognition task, words were better recalled when they had been previously presented in 

audiovisual trials than in an auditory-only modality. As for the N400, this facilitated recovery 

of episodic memory representations associated with final words was found independently of 

the semantic congruency. The implications of these findings are discussed below. 

Impact of audiovisual speech on sentence processing at perceptual level 

Although the N100 was affected by the modality of presentation, our findings do not 

replicate previous electrophysiological studies showing the suppression of N100 amplitude 

when the visual articulatory information was in accordance with the auditory information 

compared to an auditory-only stimulation (Besle et al., 2004; Brunellière, et al., 2013; 

Klucharev et al., 2003; Pilling, 2009, van Wassenhove et al., 2005). In the present study, we 

used grammatical cataphora in French spoken sentences to create strong predictions of the 

critical word. Grammatical cataphora is the use of a pronoun to refer ahead to another word in 

a sentence. For example, in the sentence context “J’ai eu du mal à me garer, il est complet”, 

the pronoun “il” appears earlier than “le parking” to which it refers (“I found it difficult to 

park my car, the parking lot is full”). The use of this structure gives strong predictions about 
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when the critical word will be uttered, as a pause occurs after the sentence context (e.g., after 

the following context “J’ai eu du mal à me garer, il est complet”). Therefore, the mechanisms 

underlying temporal attention may be highly involved in our study. Interestingly, in 

electrophysiological studies exploring the effect of temporal attention, an increased amplitude 

of the auditory N100 was found when the stimulus was temporally expected (Lange, 2012; 

Lange, & Schnuerch, 2014). We reported the same effect in the audiovisual modality as 

compared to the auditory-only modality. The increase in N100 amplitude with the audiovisual 

modality compared to the auditory-only modality might reflect the facilitation of audiovisual 

speech on temporal attention to speech sounds. This interpretation is in line with recent 

behavioral findings showing that participants benefit more from the audiovisual modality than 

from unimodal stimulation when adapting their temporal attention in non-speech events (Ball, 

Michels, Thiele, & Noesselt, 2018).  

Moreover, at a perceptual level, it appears that the contribution of audiovisual speech 

operates independently of sentence-level processing. Like previous ERP studies focusing on 

the influence of semantic constraints during written word recognition (e.g., Penolazzi, Hauk, 

& Pulvermüller, 2007; Kim, & Lai, 2012) and auditory word recognition (Brunellière and 

Soto-Faraco, 2015), we found that the semantic constraints of sentence context affected the 

recognition of spoken words in the perceptual stages around 100 ms. The earliness of these 

effects even before 100 ms could be explained by the structure of the sentences used in the 

present experiment. The early impact of semantic constraints is in accordance with 

psycholinguistic models of spoken word recognition (e.g., TRACE model, McClelland & 

Elman, 1986) that posit top-down feedback between the lexical and lower levels (phonemes 

and acoustic features), and with a predictive coding framework (Friston and Kiebel, 2009) 

assuming that the brain continuously infers the probabilities of sensory input across the 

hierarchy of multi-level representations to be able to predict upcoming input. The distinctive 
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contribution of audiovisual speech with respect to sentence-level processing over the N100 

can be accounted for by the nature of audiovisual benefits at the perceptual level. It has indeed 

been suggested that modulations in N100 due to audiovisual speech stem from the integration 

of spatial and temporal audiovisual properties, because the speeding-up of the N100 occurred 

both in speech and non-speech events (Baart, Stekelenburg, & Vroomen, 2016). 

 

Impact of audiovisual speech on sentence processing at sub-lexical, lexical, and 

sentence-levels 

The N100 was followed by the two other components known to be sensitive to 

sentence-level processes when a word is semantically incongruous regarding the sentence 

context. The latency of the N200 component was similar to that observed in previous ERP 

studies (Basirat, Brunellière, & Hartsuiker, 2018; Brunellière, et al., 2013) examining the 

impact of audiovisual presentation in sentence or word processing. Contrary to the present 

study, the aforementioned ERP studies investigated the benefits of audiovisual speech by 

focusing on either the effect of word repetition or the saliency of visual articulatory onset. 

Above all, our study is the first to show that audiovisual speech can influence the stages of 

spoken-word recognition by interacting with the sentence-level processes in constructing the 

meaning of sentences. This was evidenced by the finding that audiovisual speech increased 

the effect of semantic congruency over the N200 component. This increased effect of 

semantic congruency by audiovisual speech was due to a reduction in the N200 amplitude 

when the incoming word was expected by the semantic constraints of sentence context and an 

increase in N200 amplitude when the incoming word was semantically incongruous over 

particular sites. Therefore, it appeared clearly that audiovisual speech facilitated the 

processing of the incoming word by interacting with the sentence-level processes.  
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Although this finding seems to be in accordance with behavioral findings during 

the processing of isolated words (Buchwald et al., 2009; Fort et al., 2013; Dodd, Oerlemans, 

and Robinson, 1989; Kim et al., 2004), it should be more precisely discussed in the light of 

the prior literature on audiovisual speech and word recognition in sentence contexts. Studies 

on audiovisual speech with isolated syllables usually reveal a positivity, called P200, 

occurring at the same moment as the N200 between 100 ms and 200 ms. Several authors have 

found that the P200 is more associated with the phonological content of speech sounds than 

the N100, since its amplitude reacted to incongruency between auditory and visual 

information (Stekenburg & Vroomen, 2007; Klucharev et al., 2003) and its speeding-up 

occurred only in speech events (Baart, Stekelenburg, & Vroomen, 2016). The function of the 

P2004 may be understood as being somewhat similar to that of the N200 in word recognition 

in sentence contexts, since it is thought to reflect the phonological processing that occurs 

during the recognition of the initial phonemes in a word (Connolly, Phillips, Stewart, & 

Brake, 1992). In the context of auditory sentence processing, phonological processing 

however interacts with the lexical- and sentence-level processes over the N200 component 

(Connolly, Phillips, Stewart, & Brake, 1992). A possible explanation for the increased effect 

of semantic congruency in audiovisual speech is that the latter acts on lexical activation 

thanks to phonological processing at the sub-lexical level. Given the phonological and timing 

predictions about the occurrence of upcoming speech sounds (for a review, Peelle & 

Sommers, 2015), a speaker's orofacial movements may pre-activate a set of lexical 

candidates, that share similar visual articulatory cues (Fort et al., 2013). Moreover, the 

 
4 The P200 is apparent during the listening of natural speech when auditory evoked spread spectrum (AESPA) 

analysis is used (Power, Foxe, Forde, Reilly, & Lalor, 2012). The AESPA method is sensitive to 

electrophysiological brain response related to the amplitude envelope of a natural continuous speech. Contrary to 

this approach, we tracked to ERPs responses after expected and incongruous words in the context of 

semantically constraining sentences. In such experimental designs (e.g., Connolly and Phillips, 1994; Connolly, 

Stewart, & Phillips, 1990 ; van den Brink and Hagoort, 2004, van den Brink, Brown and Hagoort, 2001), a N200 

is elicited when the initial phonemes of the perceived word do not match the initial phonemes of the expected 

word from the sentence constraints. 
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complementarity of visual and auditory speech may reduce the number of pre-activated 

lexical candidates (Jesse & Massaro, 2010; Mattys, Bernstein, & Auer, 2002; Tye-Murray, 

Sommers, & Spehar, 2007). For instance, the target word “pin” will be recognized more 

easily in the audiovisual modality because visual speech can rule out lexical competitors such 

as “fin” or “kin”. By acting at lexical level, the audiovisual speech may help to detect the 

semantic incompatibility of incongruous words in the sentence context and the semantic 

compatibility of expected words.  Therefore, integrative processes at sentence level could 

explain the effects of semantic congruency by integrating the word, which was better 

recognized in audiovisual speech, into the representation of the sentence.  

An alternative explanation is that listeners use the semantic constraints arising 

from sentence contexts to generate on-line lexical predictions about upcoming words and 

lexical predictions interact with phonological processing and lexical activation by the 

incoming word. There is a growing body of experimental evidence obtained from 

electrophysiological recordings and visual world eye-tracking paradigms for lexical 

predictions about the sentence context in spoken-sentence comprehension (Altmann and 

Kamide, 1999; Brunellière & Soto-Faraco, 2013, 2015; Foucart, Ruiz-Tada, Costa, 2015; 

Kaiser and Trueswell, 2004; Kamide, Altmann, & Haywood, 2003; van Berkum, van den 

Brink, Tesink, Kos, & Hagoort, 2005; Otten, Nieuwland, & Van Berkum, 2007; Wicha, 

Bates, Moreno, & Kutas, 2003). The early impact of semantic constraints in the present study 

is in accordance with on-line lexical predictions about upcoming words from the semantic 

constraints of sentence contexts. The two explanations that we have described however could 

arise at the same period of time across neural loops. Although we cannot provide more 

explanations between the strength of top-down and bottom-up processing involved at the 

different levels (sub-lexical, lexical, sentence level) in natural spoken sentences, this study 

shows the clear contribution of audiovisual speech to the interplay between spoken-word 
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recognition and processing at sentence level to access the lexical-semantic network by 

increasing semantic congruency effects.  

Contrary to the findings on the N200, the amplitude of N400 elicited in the 

audiovisual modality was lower than in the auditory-only modality, independently of the 

semantic plausibility. This phenomenon was not observed over the entire scalp but was 

limited to certain topographical sites, including the left and right parietal sites and the 

occipito-parietal sites. During the N400 wave, audiovisual speech seemed to act on the 

recognition of phonemes without interacting with the sentence-level processes. Given the 

different pattern of findings between N200 and N400, our findings suggest that audiovisual 

speech mainly functions at the early stages of word recognition to access a lexical-semantic 

network. The distinctive pattern of N200 and N400 could correspond to the two main stages 

of spoken word recognition usually described by models of spoken-word recognition (Gaskell 

& Marslen-Wilson, 1997; Marslen-Wilson, 1984; McClelland & Elman, 1986). Although not 

all models of spoken-word recognition claim that sentence context plays a role during 

phonological processing in the initial stages of word recognition, they all assume that once the 

first lexical candidates have been activated from word onset, the following speech sounds of 

the incoming final word are delivered until a unique lexical candidate is selected. The time 

window of the N200 could correspond to the initial stages of word recognition described by 

these models, whereas the N400 could be associated with the later stages of word recognition 

when the lexical candidate is selected (for similar interpretations, van den Brink and Hagoort, 

2004, van den Brink, Brown and Hagoort, 2001). Unlike the initial stages of word 

recognition, audiovisual speech did not affect the interplay between spoken-word recognition 

and processing at the sentence level during the later stages but guided the recognition of the 

incoming word as reflected by the N400 wave. When sufficient phonological information 

about the incoming word has been recognized and the word is selected, audiovisual speech 
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operates independently of the semantic constraints given by the sentence context. Further 

studies in magnetoencephalography and with electrical intracranial recordings should be 

conducted to clarify whether modality effects in spoken language comprehension are related 

to interactions between auditory and visual information or can be due to simply the 

superposition of the two modalities with respect to an auditory unimodal situation. 

Impact of audiovisual speech on lexical memory 

The interest of the present study was to explore how listeners process the incoming 

speech to extract the meaning of an utterance in different modalities (audiovisual modality vs. 

auditory alone). It was therefore relevant to examine episodic memory representations in the 

lexicon to better understand the impact of audiovisual speech in lexical-semantic processing. 

We provide experimental evidence for richer episodic memory representations in the 

audiovisual modality. Old words were better recognized in the audiovisual modality than 

those presented in the auditory-only modality. Such an increase in memory capacity has been 

reported in free-recall tasks with audiovisual material compared to unimodal material 

(Goolkasian & Foos, 2005; Thompson & Paivio, 1994; Pichora-Fuller, 1996). In those 

studies, improved performance in memory was found to be due to the combination of 

multisensory information and not simply due to the redundancy of the sensory information. In 

the present study, we did not explicitly ask our participants to memorize a set of words nor 

did we present them auditory noise-degraded stimuli. Instead, we tested the recall of words 

after listening to natural spoken sentences. The findings from the lexical recognition task 

suggest that audiovisual speech clearly influences spoken-word recognition in natural spoken 

sentences and therefore reinforces the memory trace of words in the lexicon. Importantly, 

improved performance in memory with audiovisual material compared to auditory-only 

material was found in the present study during which the recovery of old words was evaluated 
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from their written presentation. Hence, the findings could be not simply associated with 

familiarity effects based on the acoustic or phonetic properties when the words had previously 

been heard or a better encoding of phonetic or phonological forms thanks to the audiovisual 

presentation. 

Additionally, richer episodic memory representations may occur with old words that 

fit with the contextually based constraints of the content of the utterance than with old words 

that are semantically incongruous. In particular, we replicate the findings of Neville, Kutas, 

Chesney, & Schmidt (1986) by showing that old words that previously occurred in sentences 

during a listening task were better recognized when they fitted with the sentence context than 

those that did not. Moreover, the contextually based constraints arising from the meaning of 

the utterance led the listeners to consider more as heard the words they expected from the 

sentence context than the new words although the former had not been presented in the speech 

input (for similar findings, Foucart, Ruiz-Tada, & Costa, 2015). This could be accounted for 

by the notion of prediction such that listeners generating on-line lexical predictions for 

upcoming words from the sentence contexts reinforce the memory trace of predicted words. 

Interestingly, no additive effects were observed between the presentation modality and the 

semantic congruency. The findings obtained during the later stages of spoken-word 

recognition were in accordance with those regarding episodic memory representations. We 

could hypothesize that the contribution of audiovisual speech during the later stages of 

spoken-word recognition could have led to the absence of additive effects between the 

modality of presentation and the semantic congruency on the memory trace of words.  

To conclude, audiovisual speech can contribute to the interplay between spoken-word 

recognition and sentence-level processing. Nonetheless, its contribution to sentence-level 

processing is limited to the initial stages of spoken-word recognition when a set of lexical 
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candidates is activated. When sufficient phonological information about the incoming word 

has been recognized and the word is selected, audiovisual speech operates independently of 

the semantic constraints of sentence context.  
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Figure captions  

Figure 1. Mean Hit rates in % for old words per experimental condition (AO-Expected, AO-

Incongruous, AV-Expected, AV-Incongruous) and false alarms in % for unheard words 

(Expected-Auditory Context, Expected-Audiovisual Context, New) and SEM bars. *p<.05; 

**p<.01; ***p<.001; AO: Auditory-only modality, AV: Audiovisual modality.  

Figure 2. Grand-average ERP waveforms time-locked to the auditory onset of final word 

across four experimental conditions. AO: Auditory-only modality, AV: Audiovisual modality. 

Figure 3. A. ERP waveforms over the frontocentral and centroparietal sites across four 

experimental conditions (AO-Expected, AO-Incongruous, AV-Expected, AV-Incongruous). 

AO: Auditory-only modality, AV: Audiovisual modality. B. Topographical maps of modality 

and semantic congruency effects over the N100 time window.  

Figure 4. A. Mean and SEM bars of ERP amplitude in the N200 time windows across four 

experimental conditions (AO-Expected, AO-Incongruous, AV-Expected, AV-Incongruous). 

AO: Auditory-only modality, AV: Audiovisual modality. *p<.05; **p<.01; ***p<.001. B. 

Topographical maps of semantic congruency effect on the N200 according to the modality of 

presentation. C. Topographical maps of modality effect on the N200 according to the 

semantic congruency. 

Figure 5. A. ERP waveforms over the critical sites (left and right parietal and occipito-parietal 

sites) of the modality effect on the N400. B. Topographical map of modality effect on the 

N400 

Figure 6. Topographical maps averaged across all experimental conditions after gfp 

normalization over the N200 and the N400 time window. 
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Tables  

Table 1. Examples of experimental conditions during listening task 

Conditions Modality 

presentation 

Semantic 

congruency  

Examples 

AO-Expected Auditory-only Expected J’ai eu du mal à me garer, il est complet le parking. 

I found it difficult to park my car, the parking lot is 
full. 

AO-Incongruous Auditory-only Incongruous *J’ai eu du mal à me garer, il est complet le coussin. 

*I found it difficult to park my car, the cushion is 

full. 

AV-Expected Audiovisual Expected J’ai eu du mal à me garer, il est complet le parking. 

I found it difficult to park my car, the parking lot is 
full. 

AV- Incongruous Audiovisual Incongruous *J’ai eu du mal à me garer, il est complet le coussin. 

*I found it difficult to park my car, the cushion is 

full. 

Asterisk indicates when final noun (here, in bold) was semantically incongruent with respect to semantic 

constraints of sentence context. AO: Auditory-only modality, AV: Audiovisual modality 

 

 

Table 2. Mean values of psycholinguistics properties associated with final words 

Conditions Lexical 

Frequency 

Number of 

phonemes 

Number of 

syllables 

Number of 

phonological 

neighbors 

Uniqueness 

point 

Expected 7.1 5.7 2.3 3.9 5 

Incongruous 6.6 5.8 2.3 3.7 5.1 

The psycholinguistic properties of final words were extracted from the Lexique database (New, Pallier, Ferrand 
&, Matos, 2001, http://www.lexique.org), lexical frequency in number of occurrences per million words across 

corpora of film dialogue. A phonological neighbor is any word that can be created by changing one phoneme 

without changing the other.  
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Table 3. Statistical results of ERP data across various time windows (N100, N200, N400) 

 N100 time window N200 time window N400 time window 

Semantic 

Congruency 
F(1,31)=8.17, p=.007 F(1,31)=31.35, p=4×10-6 F(1,31)=101.51, p=2.6×10-11 

Modality F(1,31)=1.26, p=.27 F(1,31)= 0.007, p=.93 F(1,31)=0.3, p=.59 

Topography F(6,186)= 8.81, p=9.3×10-5 F(6,186)=8.58, p=9×10-6 F(6,186)=45.08, p=2.1×10-14 

Semantic 

Congruency x 

Modality 

F(1,31)=1.83, p=.19 F(1,31)=5.97, p=.02 F(1,31)=0.06, p=.8 

Semantic 

Congruency x 

Topography 

F(6,186)=1.5, p=.22 F(6,186)=4.19, p=.016 F(6,186)=14.42, p=2.2×10-7 

Modality x 

Topography 
F(6,186)=2.85, p=.049 F(6,186)=2.36, p=.09 F(6,186)=8.88, p=.0001 

Semantic 

Congruency x 

Modality x 

Topography 

F(6,186)=0.67, p=.52 F(6,186)=0.7, p=.48 F(6,186)=1.47, p=.23 
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Figure 1 

 

Figure 2 
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Figure 3 

 

Figure 4 
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Figure 5 

 

Figure 6 

 


