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bUniversité Rennes 1, Inserm, LTSI - UMR 1099, F-35000 Rennes, France.
cCentre de Recherche en Informatique, Signal et Automatique de Lille, Univ. Lille 1,

Villeneuve-d’Ascq, France.

Abstract

Modeling multidimensional data using tensor models, in particular through the

Canonical Polyadic (CP) model, can be found in large numbers of timely and

important signal based applications. However, the computational complexity in

the case of high-order and large-scale tensors remains a challenge that prevents

the implementation of the CP model in practice. While some algorithms, in

the literature, deal with large-scale problems, others target high-order tensors.

Nevertheless, these algorithms encounter major issues when both problems are

present. In this paper, we propose a parallelizable strategy, based on the tensor

network theory, to deal simultaneously with both high-order and large-scale

problems. We show the usefulness of the proposed strategy in reducing the

computational time on a realistic electroencephalography data set.
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1. Introduction

Data analysis using tensor models [1] is taking wider place in various

applications such as signal processing [2] and neuroscience [3]. Tensors preserve

the multidimensional structure of the data and provide separate factor analysis

[4]. These properties facilitate the interpretation of the decomposition. One

of the most attractive features of the Canonical Polyadic (CP) model is its

uniqueness, i.e., up to mild conditions, the factors of the tensor are unique [5].

To some extent, this property limits spurious physical interpretation. Tensor

approaches have been exploited for modeling ElectroEncephaloGraphy (EEG)

signals in the context of extended epileptic source localization [6]. In this

context, tensor modeling offers better separation of sources when compared to

conventional methods [6, 7]. However, computational complexity requirements

of tensor decomposition algorithms are prohibitive for high-order/large-scale

tensors. This appears clearly when dealing with high-order tensors (> 3)

where the number of entries increase exponentially with respect to the order [8].

Furthermore, the computational complexity of the factors estimation algorithm

increases when the dimensions of the tensor are large and appears to be an

end-point for analyzing large-scale tensors [8, 9]. This is the case for EEG

signals analysis that are observed for a large number of electrodes, frequency

bins, temporal samples and repetitions. Whereas, the relevant information is

usually concentrated in few factor matrices, such as in EEG source localization

where the aim is to estimate the spatial information represented by one factor

matrix (first mode) [10]. Nevertheless, the estimation of the corresponding

factor using classical tensor algorithms, such as Alternating Least Squares

(ALS) algorithm [11] and gradient-based approaches [12], requires full tensor

decomposition, i.e., the estimation of all the factors. This makes the expensive

process of full tensor decomposition inevitable. Tensor-Train [13] (TT) based

scheme called Joint dImensionality Reduction And Factors rEtrieval (JIRAFE)

has been proposed [14, 15], to deal with high-order tensors [15]. JIRAFE helps

reducing the computational complexity by breaking the high-order tensor into a
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set of coupled 3-rd order tensors, called the TT-cores. A sequential estimation

scheme has been proposed for factor retrieval. The dominant complexity of

this scheme relies on the TT-SVD algorithm [13], which is the step used to

break the high-order CP tensor into TT-cores. This step becomes intractable

when dealing with large-scale tensors since it consists of applying a set of

SVDs on full unfolded tensor. In addition, the dimensions of the TT-cores

remain important for large-scale tensors. Grid-PARAFAC [16] is a parallelizable

algorithm that targets large-scale tensors. Yet, Grid-PARAFAC consists of

ALS and iterative steps whose complexity appears intractable when the order

increases. In this paper, we propose a TT-based scheme, targeting high-order

and large-scale problems simultaneously. First, we reduce the computational

time of the dimensionality reduction step by using parallel TT-SVD structure

through a split-and-merge strategy [17]. Roughly speaking, the computational

time is divided by the number of sub-matrices considered in the split-and-merge

algorithm. Moreover, we reduce the computational complexity of each of the

parallel steps using the randomized SVD (RSVD) [18]. Once the dimensionality

reduction is done, the TT-model allows the estimation of each factor separately

by decomposing the corresponding TT-core, without the need to estimate the

other factors. Furthermore, we propose a gridding-based scheme to break

the large-scale TT-cores into smaller sub-tensors sharing common change-of-

basis matrices. Thus, we exploit this coupling to reduce the time elapsed

to estimate the factor from the TT-core. The usefulness of the proposed

approach is demonstrated on a realistic EEG dataset described in [6]. In

this application, the objective is to localize the epileptic sources with sufficient

accuracy and reduced computational time. We compare our approach to an

ALS-based approach used in [6] applied to 3-rd and 4-th order tensors and to

the native JIRAFE. Notations: Vectors, matrices and tensors are represented

by x, X and X , respectively. The symbols (·)T , (·)−T and (·)† denote,

respectively, the transpose, the inverse of transpose and the Moore–Penrose

inverse matrix. The Frobenius norm is defined by || · ||F . The mode-q

product, denoted by ×q, is defined between tensor X of size N1 × · · · × NQ
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and matrix A of size M × Nq as [X ×q A] =
Nq∑

nq=1
[X ]n1n2···nq···nQ

[A]mnq .

The mode-{p, q} product, denoted by ×p
q , is defined between tensors A and

B as [A ×p
q B] =

∑Nq

k=1[A]n1,...,nq−1,k,nq+1,...,nQ
[B]m1,...,mp−1,k,mp+1,...,mP

. The

operator diag(V ) converts vector V in to a diagonal matrix. The Khatri-Rao

product is denoted by ⊙. The tensor IQ,R, is a Q-th order tensor (hypercube)

with ones on the diagonal and zero otherwise, denoting the identity tensor of

size R × R × . . . × R. The matrix X(k) of size Nk × N1 · · ·Nk−1Nk+1 · · ·NQ

refers to the k-mode unfolding of X of size N1 × · · · ×NQ.

2. High-order large-scale tensor decomposition

2.1. Canonical Polyadic Decomposition

Assuming a high-order tensor X ∈ RN1×N2×...×NQ of order Q (> 3) and

canonical rank R. Tensor X follows a CP decomposition [19], i.e., it can be

written as the n-mode product of Q factor matrices as X = IQ,R ×1 P 1 ×2

. . . ×Q PQ, where P q ∈ RNq×R, for 1 ≤ q ≤ Q, are the factor matrices. The

widely used algorithms, to estimate these factor matrices, are usually based on

either ALS or gradient based approaches [11]. However, these algorithms face

problems since the complexity increases with the order and with the dimensions.

The problem of high-order tensors can be addressed using the JIRAFE algorithm

explained in the next section.

2.2. JIRAFE scheme

From the equivalence between the CP and the TT models, the high-order

tensor X can be written as a set of 3-rd order tensors called TT-cores, i.e., X =

G1×1
2G2×1

3 . . .×1
Q−1GQ−1×1

QGQ (TT-core factorization), with Gq = I3,R×1

M q−1×2P q×3M
−T
q (3-rd order CP), G1 = P 1M

−1
1 , GQ = MQ−1P

T
Q, where

Gq, for 1 < q < Q, is the q-th TT-core tensor of size R×Nq ×R, and the TT-

ranks are (R,R, . . . , R). The matrices M q, of size R×R, are the change-of-basis

matrices for 1 ≤ q ≤ Q − 1. The important result is that a rank-R Q-th order

CP model is equivalent to a structured TT-model where the TT-cores follow a
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rank-R 3-rd order CP model. The TT-cores are obtained using the TT-SVD

algorithm, which consists of applying SVD on the tensor unfoldings. Once the

TT-cores estimated, one TT-core is used in Tri-ALS process, i.e., 3-rd order

ALS, in order to estimate the corresponding factor. Taking advantage of the

coupling between the TT-cores, the rest of factors are estimated through using

Bi-ALS processes, i.e., 3-rd order ALS with a pre-estimated matrix.

2.3. Limitations

The equivalence between TT and the CP models helps mitigating the impact

of the orderQ by using the JIRAFEmethod where the factor estimation problem

is solved as coupled least squares problems. However, sometimes the dimensions

of the tensor (N1, . . . , NQ) are large. This issue affects the JIRAFE scheme:

the TT-cores are obtained by TT-SVD that consists of applying SVDs on the

sequential tensor reshapings. The computational cost of this step depends

on the size of these reshapings and becomes prohibitive for large-scale tensor.

Furthermore, in the second step, Tri-ALS/Bi-ALS algorithms are used on the

TT-cores of size R × Nq × R. Knowing that the complexity of the Tri-ALS,

given by O(3R3Nq) per iteration, is dimension-dependent, the computational

time of this second step increases in a quadratic way with Nq, which is large for

large-scale tensors. In the following, we explain the solutions that we propose

in order to deal with these limitations.

3. Split and merge strategy

3.1. TT-SVD algorithm

The TT-SVD algorithm, as illustrated in Fig. 1, estimates the TT-cores by

extracting the dominant singular subspace using SVDs. At the first step, an

SVD is applied on the first unfolding X(1) (N2N3 . . . NQ × N1) of the tensor

X in order to extract the first dominant subspace, such that X(1) = U (1)V (1),

where U (1) is the left singular matrix and V (1) is the singular values diagonal

matrix multiplied by the right singular matrix. The first TT-core is given by the
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Figure 1: Factor graph modelization of the TT-SVD algorithm

left singular matrix, i.e., G1 = U (1). Then, the second TT-core G2 is obtained

by applying the SVD on the remaining matrix V (1) of size (N3N4 . . . NQ ×

RN2) to extract the new left singular matrix U (2) reshaped into a R×N2 ×R

tensor G2. In the same way, we continue the process until all the TT-cores

are computed. Since the TT-SVD algorithm is composed of SVD steps, whose

complexity is given in section 6.1, the complexity of the TT-SVD depends on

the tensor dimensions Nq. This means that the complexity of the TT-SVD

increases significantly in the case of large-scale tensors. In the following, we

propose a solution to reduce the computational time using “split and merge”

[20, 21].

3.2. Split and Merge Scheme for the TT-SVD

The split and merge strategy allows the parallelization of SVD steps in order

to reduce the computational time [22]. We describe how we implement this

strategy in order to parallelize the SVDs in Algo. 1. In the “split” step, we

divide the tensor’s first unfolding X(1) (N2N3 . . . NQ×N1) into a set of smaller

matrices X
(1)T
J (

N2N3...NQ

J × N1) following the larger dimension, as shown in

Fig. 2, i.e., X(1) = [X
(1)T
1 X

(1)T
2 . . .X

(1)T
J ]T , where J is the number of sub-

matrices that we chose depending on the number of calculators that we can

launch in parallel. Then, we apply the SVD on each of the sub-matrices in a
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Figure 2: Splitting the first unfolding of a 3-rd order tensor into J sub-matrices

parallel way, i.e., X
(1)
j = Ũ jSjV

T
j for 1 ≤ j ≤ J , where the size of Ũ j , Sj

and V j are (
N2N3...NQ

J ×R), (R×R) and (N1 ×R), respectively. In step 3, the

matrices SjV
T
j are concatenated to form the matrix Y of size (JR×N1), while

the matrix Ũ is block diagonal of size (N2N3 . . . NQ × JR). In step 4, we apply

SVD on the matrix Y , i.e., Y = UySyV
T
y . Finally, the SVD decomposition of

the tensor’s unfolding is given by Ux = ŨUy, Sx = Sy, V x = V y. Once done,

we reshape the product SxV x, and use it in the same scheme described in Algo.

1, in order to estimate the next TT-core, i.e., and we repeat this process for

all SVD steps described in Fig. 1 until all the TT-cores are computed. Notice

that this algorithm is parallelized, i.e., the SVDs (step 2) in Algo 1 are done

in parallel in order to reduce the computational time. Hence, instead of being

interested in the sum of computational time of all the SVDs applied on the

tensor unfolding, we are rather interested in the maximal computation time of

the sub-matrices obtained by splitting the tensor’s unfolding. Roughly speaking,

this divides the computation time by the number of sub-matrices. Note that,

in Algo 1, we assume that the rank is known. However, in practical situations,

the rank can be estimated using physical constraints [23, 24].

4. Gridding strategy on the TT-cores

Once the TT-core Gq, of dimensions R × Nq × R, is computed, a Tri-ALS

is used in order to estimate the factor matrix P q. Nevertheless, when the

tensor dimensions Nq become large, the computation time of the ALS increases

significantly since it has a dimension-size dependent complexity. Moreover, this
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Algorithm 1 Split and merge for SVD

Input: Tensor’s unfolding X(1) and rank R

Output: The matrices Ux, Sx and V x

1: Splitting the tensor’s unfolding: X(1) = [X
(1)T
1 X

(1)T
2 . . .X

(1)T
J ]T

2: parfor j ∈ {1, . . . , J}

Apply SVD on each X
(1)
j in parallel: X

(1)
j = ŨjSjV

T
j

end parfor

3: Forming the matrices: U = diag(Ũ1, · · · , ŨJ ) and Y =
[
S1V

T
1 · · · SJV

T
J

]T
4: Applying SVD on Y : Y = UySyV

T
y

5: The SVD of X(1) is given by: Ux = ŨUy , Sx = Sy , V x = V y .

high complexity is multiplied by the number of iterations. In order to reduce

the computation time, we use a gridding scheme [16], that we adapt to our

context. In fact, we divide the TT-core Gq, following the larger dimension Nq

into smaller sub-tensors Gql , as shown in Fig. 3. This means that the factor

Gq Gq1 Gq2
. . . GqL

Grid

R

R
Nq

R

R

Nq

L
Nq

L
Nq

L

Figure 3: Dividing a TT-core into L sub-tensors

P q is split as well into L sub-matrices as P q =
[
P T

q1P
T
q2 . . .P

T
qL

]T
. The second

unfolding of Gq is written in function of the sub-tensors Gql as

G(2)
q =

[
G(2)T

q1 G(2)T
q2 . . .G(2)T

qL

]T
=

[
P T

q1P
T
q2 . . .P

T
qL

]T
[(M−T

q ⊙M q−1)
T ]† (1)

. From eq. (1), each of the sub-tensors Gql can be factorized separately to

obtain the sub-factor P ql , while the matrices M q−1 and M q are common for

all the sub-tensors (see Fig. 4). In other words, we obtain a set of sub-tensors

Gql coupled on the first and the third modes [16, eqs. (17) and (18)]. Hence,

each sub-tensor Gql is written as a function of the matrices M q−1 and M q and

the factor l-th sub-matrix P ql as Gql = JM q−1,P ql ,M
−T
q K. Therefore, M q−1

and M q can be estimated by applying Tri-ALS on one of the sub-tensors Gq′l
,

instead of using the whole TT-core. Note that the choice of Gq′l
depends on
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Figure 4: l-th sub-tensor of the q-th TT-core

the application, since in some contexts, such as sparse or incomplete data, the

choice of the right sub-tensor leads to better factor estimation. Once the change

of basis matrices estimated using a Gq′l
, we use them, in closed-form relations,

to compute the remaining factor sub-matrices P ql , for l ̸= l′ as follow

P ql = G(2)
ql

[(M−T
q ⊙M q−1)

T ]†. (2)

This strategy allows us to reduce the computation time by using only a small

part of the TT-core in order to estimate M q−1 and M q by means of an ALS

algorithm, while the rest of the TT-core is used in a closed-form expressions in

order to estimate the rest of the factor sub-matrices. We recall the expressions

of the first and the last factor matrices in function of the first change of basis

matrices and the TT-cores

P 1 = G1M1, PQ = GT
QM

−T
Q−1. (3)

We summarize the steps of factors estimation in Algo. 2 using the Parallelized

TT-SVD (P-TT-SVD) where the SVD steps are performed as described in Algo.

1. It is to be mentioned that we take advantage of the coupling between the

TT-cores, i.e., knowing that the TT-cores Gq and Gq+1 share a common change-

of-basis matrix, namely M q, while Gq and Gq−1 have M q−1 as a common

change-of-basis matrix. Thus, once Gq is decomposed, we use M q to estimate

Gq+1 in a Bi-ALS step, i.e., a 3-rd order ALS with a pre-estimated matrix. On

the other side, we use M q−1 to estimate Gq−1. In the same way, we continue

taking advantage of the pre-estimated change of base matrices on the left and

the right side in parallel [25].

9



Algorithm 2 R-P-JIRAFE

Input: Tensor X and rank R

Output: Factor matrices P q

1: Estimation of TT-cores: [G1,G2, . . . ,GQ−1,GQ] = P-TT-SVD(X , R)

2: for q ∈ {2, . . . , Q− 1} Choose Gql′
and estimate change-of-basis matrices

[Mq−1,P ql′ ,Mq ] = Tri-ALS(Gql′
)

3: for l ̸= l′ Retrieve the remaining sub-matrices of the factor

P ql = G
(2)
ql [(M−T

q ⊙Mq−1)T ]†

end for

end for

4: Determine P 1 and PQ: P 1 = G1M1, PQ = GT
QM−T

Q−1

5. Randomized singular value decomposition

The dominant computational complexity for both the first and the second

steps of JIRAFE scheme is the cost of the SVD. The parallelization of the TT-

SVD reduces the computation time by splitting the tensor’s reshapings into

smaller matrices. However, the computational cost of each parallel step in the

split and merge process can be reduced significantly by replacing the ordinary

SVDs by randomized SVD (RSVD) [18]. In fact, instead of computing the

SVD of an R-rank matrix X of dimensions N × M , the RSVD consists of

computing the SVD of a smaller matrix QTX, where Q of dimensions N × F

is a random matrix with orthonormal columns, so that QQTX ≈ X. The

number of columns F is called the oversampling parameter. Finding Q is done

by generating a random matrix W of size M × F , which is projected on the

matrix X. Then, We extract the orthonormal basis of the projected matrix

to obtain Q, i.e., Q = orth(XW ), where orth(A) is the operator that extract

the orthonormal basis of the range of A. Once Q calculated, we can compute

the SVD decomposition of QTX of dimensions F ×M , i.e., QTX = ŨSV T .

Thus, the SVD decomposition of X can be obtained as follow X ≈ QQTX =

QŨSV T = USV T , with U = QŨ . However, the error of the RSVD remains

significant compared to the classical SVD, due to the slow decay of the singular

values. In order to fix this problem, the random matrix W is multiplied by
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(XXT )pX instead of X in the projection step. The power p allows a faster

decay to reduce the effect of the smaller singular values [18]. It is to be mentioned

that the larger the value of p we choose, the faster the decay of the singular

values. Moreover, increasing F , the number of columns of Q, results in better

performances and lower error [18]. Nevertheless, sinceQ is column-orthonormal,

the upper limit of F is fixed by F ≤ N . We summarize the steps of RSVD as :

• Generate random matrix W (M × F ).

• Extract the orthonormal basis Q = orth((XXT )pXW ).

• Compute the SVD of the product [Ũ ,S,V T ] = SVD(QTX).

• calculate the left singular matrix as U = QŨ

Note that, for an RSVD applied on matrix X described above, authors in [18]

approximate the error by

E
∥∥∥X −QQTX

∥∥∥ ≤
[
1 +

4
√
R+ F

F − 1
·
√
min{N,M}

]
σR+1(X),

where E is the expectation with respect to W and σR+1(X) is the R + 1-th

singular value of X. Since the error approximation depends on σR+1(X), it

is recommended to have a sufficient power iterations number p to guarantee

a fast decay of the singular values and a small value of σR+1(X) to reduce

the approximation error significantly. Nevertheless, in our case, the RSVD is

applied on sub matrices Xj (see Algo. 1). Hence, the approximation error on

matrix X becomes [22, eq. (9)]

E
∥∥∥X −QQTX

∥∥∥ ≤
J∑

j=1

[
1 +

4
√
R+ F

F − 1
·
√

min{N
J
,M}

]
σR+1(Xj),

where σR+1(Xj) is the is the R+ 1-th singular value of Xj .

6. Complexity analysis

A complexity analysis comparing JIRAFE and ordinary ALS/NLS

algorithms have been already done in [14], with interesting results in the favor of

JIRAFE. Hence, in this section, we will analyse the computational complexity of
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R-P-JIRAFE introduced above, taking the complexity of JIRAFE as a reference.

For the sake of simplicity, we will consider a tensor with size N ×N × . . .×N .

6.1. Split and merge complexity

In this section, we evaluate the complexity of the TT-SVD and the P-TT-

SVD for high-order large-scale tensors following the approximations used in [26].

As mentioned previously, the TT-SVD algorithm consists in applying SVDs on

the R-rank Q-th order tensor unfoldings. This means that, in the first step,

we apply an SVD on the first tensor unfolding of dimensions N ×NQ−1. The

complexity of truncated implementation economy SVD of a matrix Z, of size

m× n, where only the first r singular values/vectors are calculated, is given by

O(r2(m + n) + rmn). Hence, the complexity of the first step of the TT-SVD

is given by O(R2(N +NQ−1) + RNQ). For large dimensions, we approximate

the complexity of this step to the second term, i.e., O(RNQ). Once the first

dominant subspace extracted, the SVD is then applied on the remaining matrix,

tensorized and then unfolded following the second dimension. This matrix is of

a size RN ×NQ−2. Hence, the computational complexity of this step is given

by O(R2NQ−1). Thus, the complexity of the TT-SVD is given by

k(TT-SVD) = O(RNQ) +O(R2NQ−1) + . . .+O(R2N2). (4)

However, using the split-and-merge algorithm, the tensor’s unfoldings are

divided into J sub-matrices, giving a complexity equals to O(RNQ

J ) for each

sub-matrix from the first unfolding and O(R
2NQ−1

J ) for the second. Since these

SVDs are applied on the sub-matrices on different calculators in parallel, the

computational time of the P-TT-SVD will depend on the time elapsed by one

calculator. Hence, instead of being interested in the global computational

complexity of all the SVDs launched in parallel, we are interested only in

the complexity of one SVD applied on a sub-matrix. Thus, thanks to the

parallelization, the theoretical complexity of the split-and-merge algorithm for

the larger dimension is divided by the number of sub-matrices. We write the

12
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new complexity of the P-TT-SVD

k(P-TT-SVD) = O

(
RNQ

J

)
+O

(
R2NQ−1

J

)
+ . . .+O

(
R2N2

J

)
. (5)

From eq. (4) and eq. (5), we can see that the overall complexity of the P-TT-

SVD is divided by the number of sub-matrices considered in the split-and-merge

algorithm. The complexity of the SVD applied on Y of size (JR×N), in step 4

of Algo. 1, is given by k(SVD(Y )) = O(R2(JR+N) +R2NJ). For a low-rank

large-scale tensor, this complexity is approximated by O(R2NJ). However, this

complexity is computed for the first SVD step of the P-TT-SVD only. For the

remaining Q − 2 P-TT-SVD steps, the size of Y becomes (JR2 × N), which

means that its complexity becomes O(R3NJ). Thus, the global complexity of

SVDs applied in step 4 for all split and merge steps of P-TT-SVD as

k(SVD(Y )) = O(R2NJ) + (Q− 2)×O(R3NJ) (6)

As we compare k(SVD(Y )) in eq.(6) to k(P-TT-SVD) given in eq.(5) (see Fig.

5), we notice that k(SVD(Y)) is less significant and can be neglected for large

tensors. Hence, the complexity of P-TT-SVD algorithm is approximated by

k(P-TT-SVD).

In Fig. 6, we plot the complexity of the TT-SVD algorithm and the

complexity of the P-TT-SVD in function of the dimension size N , for a fixed
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tensor order Q = 4 and R = 2, while the number of the considered sub-matrices

is fixed at J = 4 to be launched on 4 calculators working in parallel. We

noticed, on Fig. 6, a fast exponential increase of the complexity of the TT-SVD

algorithm, in function of the dimension size, compared to the slower increase of

the complexity of the P-TT-SVD. Consequently, as the tensor dimension size

increases, the computational time of the TT-SVD is expected to grow faster

than the computional time of the P-TT-SVD.

6.2. Randomized SVD complexity

The randomized SVD reduces the computation of the parallel SVDs that

we apply on the splitted tensor reshapings. However, for the first tensor

unfolding in the P-TT-SVD process, instead of calculating the SVD for an

N × (NJ )Q−1 matrix, for which the complexity is evaluated in the previous

section as O(R2(NJ )Q−1), we use the RSVD to reduce the unfolding into a

F ×M matrix, for which the complexity is reduced to O(R2M).

6.3. Gridding complexity

The second step of JIRAFE algorithm consists of factors retrieval by

applying Tri-ALS algorithm on the TT-cores of size R × N × R. The

computational complexity of a tri-ALS is given by O(3R3N) for one iteration.

this complexity is then multiplied by the number of iterations in order to find

the global complexity of the Tri-ALS, i.e.,

k(Tri-ALS) = O(3R3N)× number of iterations. (7)

The gridding strategy allows us to divide the TT-cores following the largest

dimension of size N by the number of sub-tensors L we wish to consider. Hence,

the complexity of the Tri-ALS applied on the first sub-tensor becomes O(3R3N
L )

multiplied by the number of iterations. We add the complexity of Eq. 2 that we

apply (L−1) times closed-form in order to estimate the remaining sub-matrices

of the factor. Since the dominant complexity of Eq. 2 is the complexity of the

pseudo-inverse operation on the matrix [(M−T
q ⊙M q−1)

T ] of size R2×R, that is
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approximated to an SVD operation, we evaluate the complexity of this equation

as O(R4). We obtain the following complexity for the gridding scheme.

k(Tri−ALS) = O(3R3N

L
)× number of iterations + (L− 1)O(R4). (8)

From eq. (7) and eq. (8), when the tensor size N increases, the complexity of

Tri-ALS increases drastically, since it is multiplied by the number of iterations,

while we can increase the number of sub-tensors L, in the case of grid scheme,

in order to reduce the complexity multiplied by the number of iterations.

7. Simulation and discussion

In this section we evaluate the performances of our method using numerical

simulations. First, we study the impact of the different parameters on the

estimation error and the running time using synthetic data. Afterwards, we test

our approach on a realistic EEG source localization context. The simulations

are performed using MatLab software on a computer having a processor Intel(R)

Core(TM) i7-8650U CPU @ 1.90GHz (8 CPUs), 2.1GHz.

7.1. Synthetic simulation

In this part, we use a rank-2 4-th order hyper-cubic tensor X , following a

CP model, of size N × N × N × N , with N = 100. The tensor is constructed

from randomly generated factors following a standard normal distribution. A

Gaussian white noise tensor E, of the same size and order as X , is then added to

the initial tensor, to reach a desired level of SNR. The reconstruction normalised

mean squared error (NMSE) and the computational time are computed as the

average over 100 noise realizations.

7.1.1. Impact of the number of sub-matrices on the TT-SVD algorithm

First, we study the impact of the number of sub-matrices on the

reconstruction normalised squared error (NMSE) and the running time. For

this, we apply a randomized P-TT-SVD (RP-TT-SVD, i.e., a P-TT-SVD with

randomised SVDs), on the tensor for J ∈ {2, 4, 10, 20} and for different SNR
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Figure 7: Normalised reconstruction mean square error (NMSE) in function of SNR (dB).

values. We compare RP-TT-SVD to the classical TT-SVD and the randomised

TT-SVD (R-TT-SVD, i.e., the TT-SVD with RSVDs). It is to be mentioned

that we use the RSVD algorithm described in [18, algorithm 4.4]. Authors in

[18] suggest that two power iterations (p = 2) would be sufficient to quicken the

decay of the singular values and obtain a good approximation of the matrix.

Likewise, they claim that, for rank-R N ×M matrix X, it would be enough to

take a column-orthonormal matrix Q of size N × 2R. Thus, we fix the number

of power iterations at p = 2 and the second dimension size of Q at 2R. It

is to be mentioned that, for J > 25, the column-orthonormality condition on

Q, mentioned in section 5, can no longer be satisfied. In fact, in the last step

of the RP-TT-SVD, splitting the remaining tensor unfolding into J > 25 sub-

matrices means that matrix Q will have N
J < 4 columns and 2R = 4 rows, which

violates the column-orthogonality condition. Hence, we stop at J = 20. The

NMSE results in Fig. 7 show identical reconstruction error for all the compared

algorithms. Hence, changing the number of sub-matrices J has no effect on the

reconstruction error. On the other hand, table 1 shows no significant changes

in computational time as we increase SNR. This is thanks to the fact that all the

compared methods are algebraic. RP-TT-SVD shows the lowest computational

time, followed by R-TT-SVD, while the classical TT-SVD has the highest time.
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Running time (s)

SNR (dB) 0 10 20 Gain

TT-SVD 5.79 5.28 5.82 1

R-TT-SVD 0.49 0.51 0.51 11

RP-TT-SVD (J = 2) 0.23 0.24 0.25 23

RP-TT-SVD (J = 4) 0.12 0.12 0.12 46

RP-TT-SVD (J = 10) 0.071 0.069 0.070 80

RP-TT-SVD (J = 20) 0.072 0.071 0.071 79

Table 1: Running time (s) in function of SNR (dB). The last column represents the gain of

each algorithm compared to the TT-SVD. The gain of each algorithm computed as the average

computational time of the TT-SVD over the SNR values divided by the average computational

time of each algorithm.

Moreover, the gain of the RP-TT-SVD increases as we increase the number of

sub-matrices, as observed for the values J = 2, J = 4 and J = 10. However, for

J = 20, the gain decreases slightly despite the fact that the dimensions of sub-

matrices are smaller. This is due to the increase of the number of sub-matrices

to be computed. Hence, J should be chosen in order to make a compromise

between the number of the sub-matrices to be computed and their dimensions.

In our case, J = 10 shows the most interesting results in this case.

7.1.2. Impact of the number of sub-tensors on the factor estimation

In this part, we study the impact of the number of sub-tensors L on both

the tensor reconstruction error and the running time. For this, we use the

classical TT-SVD to estimate the TT-cores. Once the TT-cores estimated, we

estimate the factors twice : once using Tri-ALS and once using Grid-ALS, in

order to compare the reconstruction error and running time of these algorithms.

Note that we take into account only the elapsed time to estimate the factors

from the TT-cores. For the Grid-ALS, we consider L sub-tensors, with L ∈

{2, 4, 10}. Fig. 8 shows that the NMSE decreases as we increase the SNR values

since the ALS compared algorithms are iterative (noise-sensitive). Moreover, it

shows similar reconstruction error between Tris-ALS and Grid-ALS for all the

considered L values. On the other hand, Table 2 shows a decrease in terms of
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Figure 8: Normalised reconstruction mean square error (NMSE) in function of SNR (dB).

Running time (s)

SNR (dB) 0 10 20 Gain

Tri-ALS 0.123 0.080 0.038 1

Grid (L = 2) 0.109 0.057 0.029 1.2

Grid (L = 4) 0.095 0.050 0.027 1.4

Grid (L = 10) 0.090 0.048 0.024 1.5

Table 2: Running time (s) in function of SNR (dB). The last column represents the gain of

each algorithm compared to the Tri-ALS algorithm.

computational time as we increase the number of sub-tensors L. Overall, the

dimensions of the TT-cores in this case are not too large (2 × 100 × 2), which

explains the small computational time elapsed to perform the decomposition.

However, the gain is expected to increase for larger dimensions as the running

time increases comparing to the time elapsed for elementary operations.

7.2. Realistic data

In this section, the efficiency of our strategy is evaluated on realistic EEG

signals. The aim is to localize brain epileptic sources and to estimate their

spatial extent, using the scalp EEG data and the lead field matrix, which

models the transfer between brain and scalp electrical activity. This ill-posed

linear inverse problem is well-known as the brain source imaging problem. The

lead field matrix is computed using a real head geometry and the Boundary
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Element Method (BEM) to solve Poisson equation in the head medium [27].

EEG spatio-temporal matrices Z are generated as Z = GS, where S represents

the source signals and G represents the known lead field matrix standing for the

attenuation that the source signals are subject to [10]. It is to be mentioned that

the source signals are taken from real interictal epileptic data with spikes. We

apply a wavelet transform on the matrix Z, using the Morlet wavelet, in order

to obtain a space-time-scales 3-rd order tensor that we call X (N1 ×N2 ×N3).

Finally, we simulate the repetition of spikes which is observed in practice. In

order to do that, we introduce a weight factor matrix as a 4-th dimension of

a new 4-th order tensor that we call Y . The goal is to estimate the spatial

factor matrix, that we call A1, of size N1 ×R, where R is the tensors canonical

rank, corresponding to the first mode. The second factor matrix is A2, of size

(N2 × R), representing the temporal dynamics, while the third factor matrix

(N3 × R) stands for the scales obtained by the wavelet transform. The fourth

factor (N4×R) is the spike repetition factor matrix. We apply our approach on

the tensor Y and compare it to JIRAFE and the classical 4-th order Nonlinear

Least Squares (NLS) algorithm provided by tensorlab toolbox [28], and to the

3-rd order NLS that we apply on the tensor X . Once A1 estimated, under

the assumption of a known lead field matrix, and since only a small number

of dipoles contribute to each patch of interest, a sparsity penalty is imposed

on the matrix A1 in order to identify the position/extent of each patch [10].

This step is done by the algorithm called Source Imaging based on Structured

SparsitY (SISSY) [10]. For the sake of approaching realistic context, we consider

3 scenarios according to the position of the epileptic patches, the number of

patches and the level of correlation between the signal dynamics :

• First scenario: two distant patches on the brain, with less correlated

dynamics, i.e., the correlation between the dynamics between the two

patches is lower than a threshold fixed to 0.7.

• Second scenario: two close patches are present, with higher correlation

than the threshold.
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• Third scenario: three patches are present, from which two are spatially

close and correlated, while the third patch is distant with dynamics less

correlated to those of the first and second patches.

We add white Gaussian noise, standing for the noise generated by instruments.

In addition, we add modeled noise standing for the non epileptic brain activity

called ”the background activity” [10]. The dimensions we chose are N1 = 91

electrodes, N2 = 200 time samples with a sampling frequency of fs = 256Hz,

while the scale number is N3 = 60 obtained by the wavelet transform. The

repetition number is N4 = 50. The simulations are done for 100 runs for each

scenario, for three values of SNR, i.e., SNR = 0 dB, SNR = 10 dB and SNR = 20

dB. We use as performance criterion the distance of localization error (DLE)

[29], defined as the distance between the original sources and the estimated

sources. Likewise, we compare the time of execution of the four approaches. In

this application, the main goal is to estimate the spatial dimension, i.e., the first

factor matrix only. This means that there is no need to estimate the remaining

factors. Therefore, we adapt our algorithm to this context and we stop once the

first factor is estimated. Hence, the computational time is reduced in a drastic

way. Note that eq. (3) means that the estimation of the first factor matrix

requires only the first TT-core G1 obtained from the first TT-SVD step, and

the first change-of-base matrix M1 obtained from a single sub-tensor G2l′ in

the grid of the second TT-core G2 (see Fig. 3). Since G1 and G2 are obtained

by the first two steps of the TT-SVD, it becomes unnecessary to estimate the

rest of the TT-cores in the case where only the first factor is needed. However,

Algorithm 3 R-P-JIRAFE

Input: Tensor Y and rank R

Output: The first factor matrix P 1

1: Estimation of TT-cores: [G1,G2] = P-TT-SVD(Y, R)

2: Choose G2l′
and estimate M1: l′ = argmaxl||G2l ||Fro

[M1,P 2l′ ,M2] = Tri-ALS(G2l′
)

3: Determine the first factor: P 1 P 1 = G1M1

we mentioned previously that the choice of the l′-th sub-tensor depends on
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the application. We remind that, in our case, the second factor represents the

temporal dimension. Hence, knowing that the source signals are impulsive, we

chose the sub-tensor G2l′ that has the greatest Frobenius norm value. This

means that we chose the part of the signal that corresponds to the peak of the

impulse, where the source signal is at its greatest value compared to background

activity and noise. In other words, we chose G2l′ so that l′ = argmaxl||G2l ||Fro.

We describe this process in Algo. 3, where we use only two steps of P-TT-

SVD in order to estimate the first and the second TT-cores in step 1. Then, in

step 2, we choose the sub-tensor G2l′ that we integrate into a Tri-ALS process

to estimate the change-of-basis matrix M1. Finally, we use M1 in step 3 to

determine the first factor P 1.

7.2.1. First scenario

(a) NLS 3D (b) NLS 4D (c) JIRAFE

(d) R-P-JIRAFE (e) Ground truth

Figure 9: Example of epileptic source localization for two distant patches (SNR = 10 dB)

In this scenario we consider two distant patches, to simulate the case where

the interictal activity is generated by two distant epileptic generators in the

brain. Since the two sources are not close, it is reasonable to consider a low

correlation between the corresponding activities. As shown in Fig. 9, the source

localization allows for the reconstruction of the activity of the two patches on the

surface of the brain. We can see that the 4 methods have similar results, with

slight differences, in terms of the shape of the patches, compared to the ground
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Figure 10: Boxplots of DLE (cm) for two distant patches over 100 runs

truth taken as a reference. Fig. 10 represents the DLE of the 4 approaches,

for 3 values of SNR, obtained for the two distant patches. At SNR=0 dB,

the upper quartile of the 4-th order NLS is slightly lower than the median of

JIRAFE, R-P-JIRAFE and 3-rd order NLS. As we increase the SNR, we notice

that the DLE of the 4 methods is becoming comparable with slight differences

in terms of the median in favor of R-P-JIRAFE and 4-th order NLS. However,

comparing the upper/lower quartiles, the minimum and the maximum, we can

see that the methods using 4-th order tensor, i.e., JIRAFE, R-P-JIRAFE and 3-

rd order NLS, are slightly better than 3-rd order NLS. On the other hand, Table

Execution time (s)

SNR (dB) JIRAFE R-P-JIRAFE NLS-CPD (4D) NLS-CPD (3D)

0 1.80 0.16 25.50 0.73

10 1.77 0.14 25.23 0.63

20 1.72 0.13 25.09 0.60

Table 3: Execution time for two distant patches over 100 runs, where the shortest execution

time is marked in red

3 shows that R-P-JIRAFE has the shortest execution time, with a constant gain
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regarding the other methods as we increase the SNR. In addition, the execution

time of R-P-JIRAFE is even lower than the execution time of 3-rd order NLS

with a constant gain (around 4.5).

7.2.2. Second scenario

(a) NLS 3D (b) NLS 4D (c) JIRAFE

(d) R-P-JIRAFE (e) Ground truth

Figure 11: Example of epileptic source localization for two close patches (SNR = 10 dB)
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Figure 12: Boxplots of DLE (cm) for two close patches over 100 runs

We consider two close patches, with a high correlation between their

activities. Since the electrical activity propagates from one patch to the other,
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the proximity of both patches justifies their high correlation. We can see in

Fig. 11 that the reconstruction of the patch activity using the 4 methods gives

identical results with a slight difference in the shape of patches comparing to

the ground truth. In order to visualize the estimation error for each method,

we plot the DLE of the 4 methods in Fig. 12. At SNR = 0 dB, the boxplots

show a slightly lower DLE error in favor of the approaches using 4-th order

tensor compared to 3-rd order NLS. At SNR = 10 and 20 dB, the difference

in favor of R-P-JIRAFE, JIRAFE and 4-th order NLS becomes clearer as the

upper quartiles of these methods become lower than the median of 3-rd order

NLS. However, the results of R-P-JIRAFE, JIRAFE and 4-th order NLS are

comparable in general. In the same way as in the first scenario, Table 4, shows

that R-P-JIRAFE has the shortest execution time. In fact, R-P-JIRAFE is

about 5 times faster than the 3-rd order NLS and around 150 times faster than

4-th order NLS for all SNR values.

Execution time (s)

SNR (dB) JIRAFE R-P-JIRAFE NLS-CPD (4D) NLS-CPD (3D)

0 1.43 0.14 19.12 0.68

10 1.30 0.12 18.26 0.54

20 1.30 0.11 17.69 0.51

Table 4: Execution time for two close patches over 100 runs, where the shortest execution

time is marked in red

7.2.3. Third scenario

We consider three patches, two of them are close and correlated, while the

third one is distant and has a low correlation with the two other patches. As

in the first two scenarios, we can see the identical reconstruction of the three

patches on the surface of the brain, using the 4 methods, in Fig. 13, with a

slight difference in the shape of the patches comparing to the ground truth.

DLE boxplots in Fig. 14, show that the median of all methods is comparable,

with slight differences, through the different values of SNR. However, comparing

the minimum, maximum, upper and lower quartiles, we can see that 4-th order
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(a) NLS 3D (b) NLS 4D (c) JIRAFE

(d) R-P-JIRAFE (e) Ground truth

Figure 13: Example of epileptic source localization for one distant patch and two close patches

(SNR = 10 dB)
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Figure 14: Boxplots of DLE (cm) for one distant patch and two close patches over 100 runs

NLS has the lowest values followed by R-P-JIRAFE, JIRAFE and finally 3-rd

order NLS. On the other hand, Table 5, shows the same temporal gain in favor

of R-P-JIRAFE, over 3-rd order NLS. However, 4-th order NLS becomes slower

as the canonical rank of the tensor becomes 3, this makes this approach 200

times slower than R-P-JIRAFE.
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Execution time (s)

SNR (dB) JIRAFE R-P-JIRAFE NLS-CPD (4D) NLS-CPD (3D)

0 2.13 0.22 44.20 1.13

10 1.94 0.21 44.12 1.05

20 1.88 0.19 44.69 1.02

Table 5: Execution time for the three patches scenario over 100 runs, where the shortest

execution time is marked in red

7.3. Discussion

The results presented previously show no significant difference in the

reconstruction of the patch activity between the compared methods. Regarding

the DLE, no significant difference has been noticed between the four methods

in the first scenario, except for a slight gap that appears as we increase the

SNR values, in the favor of the three methods using the 4-th order tensor, i.e.,

JIRAFE, R-P-JIRAFE and 4-th order NLS. As we move to the second and the

third scenarios, with the presence of two close patches with a high correlation

of their activities, the latter methods (using the 4-th order tensor model) gain

clearly the upper hand over 3-rd order NLS. In fact, 4-th order NLS, JIRAFE

and R-P-JIRAFE have comparable DLEs, while 3-rd order NLS has higher DLE

values. From this we note that, in the presence of correlated and close patches

(scenarios 2 and 3), the methods using 4-th order tensor have lower DLE values

than 3-rd order NLS, which means that they provide a better localization. This

observation is valid for both the second and the third scenarios, thanks to the

better separability properties provided by the additional repetition dimension

added to the 3-rd order tensor to obtain the 4-th order tensor model. Thus,

using the 4-th order tensor results in lower DLEs, i.e., a better the source

localization. It is to be noted that R-P-JIRAFE shows better DLE results than

JIRAFE for low SNR values, with less dispersed results in the second scenario,

by means of choosing the sub-tensor with the greatest Frobenius norm in step 2

of Algo. 3, which is the less affected by noise. This makes the estimation of the

factors more accurate. Likewise, throughout the 3 scenarios, the DLE of R-P-
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JIRAFE is comparable to that of 4-th order NLS, with insignificant differences.

On the other hand, when comparing the computation time, R-P-JIRAFE shows

the best performance for all the three scenarios with significant gains (around

5 times faster than 3-rd order NLS, and 200 times faster than 4-th order NLS).

Therefore, it is fair to say that R-P-JIRAFE offers the best compromise between

localization accuracy and computational time among the 4 tested methods.

8. Conclusion

Tensor modeling has brought many advantages to data analysis, helping

to take into account the multidimensionality of the data. However, this

advantages have a computational cost that appears when dealing with high-

order and large-scale tensors, which is often the case in EEG context. As

the tensors are becoming, at the same time, of high-order and large-scale,

the computational complexity increases drastically. In this paper, we proposed

a methodological scheme based on JIRAFE, algorithm to deal simultaneously

with the problems of high-order and large scales, with the aim of parallelizing

and optimizing the computation steps. In practise, this approach has shown

efficiency in reducing the computational time into reasonable values compared

to the traditional tensor decomposition algorithms. Moreover, this comparison

allowed us to confirm practically the advantages of using high-order tensors. In

fact, the additional information contained in the added dimensions allows better

separation between sources in the case of multiple brain sources. As a result,

high-orders (> 3) may be considered with the aim of improving the separability

and, thus, the localization. This has been shown by adding a dimension of

repetitions, which results in a more precised source localization compared to

the usual 3-rd order tensor model (space, time, scale or frequency).
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