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Abstract: 

In natural listening situations, understanding spoken sentences requires interactions between 

several multisensory to linguistic levels of information. In two electroencephalographical 

studies, we examined the neuronal oscillations of linguistic prediction produced by unimodal 

and bimodal sentence listening to observe how these brain correlates were affected by the 

sensory streams delivering linguistic information. Sentence contexts which were strongly 

predictive of a particular word were ended by a possessive adjective matching or not the gender 

of the predicted word. Alpha, beta and gamma oscillations were investigated as they were 

considered to play a crucial role in the predictive process. During the audiovisual or auditory-

only listening to sentences, no evidence of word prediction was observed. In contrast, in a more 

challenging listening situation during which bimodal audiovisual streams switched to unimodal 

auditory stream, gamma power was sensitive to word prediction based on prior sentence 

context. Results suggest that prediction spreading from higher sentence levels to lower word 

levels is optional during unimodal and bimodal sentence listening and is observed when the 

listening situation is more challenging. Alpha and beta oscillations were found to decrease when 

semantically constraining sentences were delivered in the audiovisual modality in comparison 

with the auditory-only modality. Altogether, our findings bear major implications for our 

understanding of the neural mechanisms that support predictive processing in multimodal 

language comprehension. 

Count: 217 words (max.: 250 words) 
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1. Introduction 

 

Predictive processing is considered to play a key role in successful language 

comprehension, as it appears to be essential to ensure fast and accurate understanding in 

sentence processing (see Kuperberg & Jaeger, 2016; Pickering & Gambi, 2018, for reviews). 

Predictive processing in language comprehension means that words are immediately predicted 

from higher-level information based on the semantic and syntactic information provided by the 

prior context. Although evidence of this predictive processing has been widely explored during 

the visual presentation of written sentences (Delong et al., 2005; Fleur et al., 2020; Foucart et 

al., 2014, Wicha et al., 2004) and in the auditory stream (Foucart et al., 2015; Otten et al., 2007; 

Van Berkum et al., 2005; Wicha et al., 2003) while recording electrophysiological brain 

activity, little is known about oscillatory correlates of linguistic prediction in audiovisual 

sentences and how they are shaped by the sensory streams delivering linguistic information at 

sentence level.  

Neural oscillations reflect rhythmic fluctuations of excitability in large neuronal 

ensembles and are known to coordinate neuronal activation across distributed brain regions 

(König & Schillen, 1991). Predictive processing in language comprehension requires strong 

efficient inter-network transfer of information across distributed brain regions. To investigate 

predictive processing in sentences, electrophysiological studies often use the cloze probability 

test to obtain measures of both the degree of sentence constraint and the expectancy of the target 

word within a sentence. Participants are asked to complete a sentence frame with the first word 

that comes to mind: the cloze probability of a word is defined as the proportion of participants 

who choose that same word to complete the sentence. The expectancy of the target word within 

a sentence is assessed by the cloze probability of a word and the sentence constraints are 

determined by the cloze probability of the first word that comes to mind. High-constraint 
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sentence contexts are characterized by a high cloze probability of the first word that comes to 

mind, whereas low-constraint sentence contexts are characterized by a low cloze probability of 

the first word that comes to mind. 

Two different time windows placed before the predicted word are often studied as they 

are crucial when testing the effects of prediction (i.e., the period of sentential context or that 

related to the processing of adjectives preceding predicted nouns). Evidence of prediction 

effects in sentence processing requires identifying these effects before the occurrence of the 

expected words (Pickering & Gambi, 2018), in order to avoid inconclusive interpretations 

owing to the integration of the incoming word into sentence representation. The first time 

window corresponds to the processing of sentential context from which linguistic higher-level 

information based on contextual semantic and syntactic information can elicit strong or weak 

predictions of upcoming nouns depending on sentence constraints. Significant differences in 

brain activity between strong and weak sentence constraints during the processing of sentential 

context suggest predictive processing is involved in language comprehension. However, it does 

not provide clear evidence of the word prediction hypothesis driven by prior sentence context. 

Indeed, such differences between strong and weak sentence constraints in brain activity may 

also be interpreted as reflecting differences in the elaboration of sentence meaning. In contrast, 

the second time window corresponds to the processing of adjectives preceding predicted nouns 

and may give a more conclusive interpretation of the word prediction hypothesis. Importantly, 

these adjectives and predicted nouns share the same linguistic properties, which provides the 

opportunity to test the brain’s reaction to adjectives matching the linguistic properties of 

predicted words or not. Significant differences in brain activity between mismatching and 

matching adjectives clearly support the word prediction hypothesis driven by prior sentence 

context, as only predictive processes can elicit such differences in brain activity. 
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Two recent review papers (Meyer, 2018; Prystauka & Lewis, 2019) summarized 

previous electrophysiological studies which measured electroencephalographic (EEG) and 

magnetoencephalographic (MEG) signals and focused on linguistic predictive processing while 

reading sentence context. A reduction of alpha/beta power was observed for high-constraint 

sentence contexts during sentence context processing (Piai et al., 2014; Piai et al., 2015; 

Rommers et al., 2017; Wang et al., 2018). Li et al. (2017) also found reduced beta power in 

high-constraint sentence contexts compared to low-constraint sentence contexts. Regarding 

studies focusing on the processing of adjectives preceding predicted nouns, Molinaro et al. 

(2017) observed lower beta power for gender-mismatching adjectives than for those matching 

the predicted nouns. This was observed only for transparent nouns in second language speakers 

but neither for opaque nouns nor in native speakers. Predictive linguistic processing therefore 

seems to depend on two factors: linguistic experience and saliency of predicted linguistic 

properties based on the upcoming words. In line with these findings, Bastiaansen et al. (2012) 

assumed that beta oscillations (16 – 20 Hz) were associated to maintain a set of information in 

the working memory and reflect the top–down propagation of predictions to lower processing 

levels. Other electrophysiological studies showed that prediction shifts the attention to the 

expected event, leading to the suppression of alpha activity (8 – 12 Hz) when attention is 

strongly engaged (Foxe et al., 1998; Mayer et al., 2016). In addition to alpha and beta 

oscillations associated with the engagement of top-down predictions, low gamma activity 

around 30 Hz (i.e. lower than 45 Hz, see Penolazzi et al., 2009; Weiss & Mueller, 2003) is 

known to reflect the matching between the incoming input and the top-down predictions (see 

Lewis & Bastiaansen, 2015; Meyer, 2018, for reviews). Accurate matching between the 

incoming input and top-down predictions triggers an increase in low gamma activity, so that 

gamma-band power increases with semantically congruent sentences compared to semantically 
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incongruent ones (Hald et al., 2006; Penolazzi et al., 2009; Rommers et al., 2013; Schneider et 

al., 2008). 

Contrary to previous electrophysiological studies with written sentences, auditory 

signals are accompanied by visual signals during natural face-to-face conversational speech. 

Neural oscillations have already been examined during the audiovisual processing of speech 

and visually iconic gestures (Drijvers et al., 2017, 2018). Interestingly, alpha/beta power was 

more reduced in response to semantically mismatching vs. matching gestures when speech was 

clear. In contrast, beta power was less reduced in response to semantically mismatching vs. 

matching gestures when speech was degraded with moderate noise vocoding. The question is 

therefore whether this reduction in alpha/beta power is associated with the matching between 

the incoming input and semantic top-down predictions in audiovisual processing (i.e., less 

matching between incoming input and semantic top-down predictions when speech is 

degraded). In line with these findings, alpha/beta power may be particularly involved in 

predictive linguistic processing with audiovisual speech stimuli, as visual attention and the 

motor system are strongly engaged during the processing of interactions between speech signals 

and visual articulatory movements (Fridriksson, et al., 2008; Hall et al., 2005; Lange et al., 

2013; Skipper et al., 2005). Beta-band oscillations have already been reported in the motor 

domain (see Engel & Fries, 2010, for review) and they may reflect the engagement of language 

production systems in the retrieval of conceptual representations during language 

comprehension (for review, see Prystauka & Lewis, 2019). Alpha-band oscillations are known 

to be associated with attentional engagement and successful listening comprehension 

(Boudewyn, & Carter, 2018). Until now, neural oscillations focusing on the processing of 

audiovisual stimuli and semantic content have only been investigated for spoken words 

accompanied by visually iconic gestures, but not for speech accompanied by face and lip 

movements at sentence level. 
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To our knowledge, no studies have yet explored the oscillatory correlates of word 

prediction from listening to sentence context in interaction with the nature of sensory streams 

delivering sentential information. This study aims at investigating this issue to obtain a realistic 

view of the dynamic brain processes involved in spoken language comprehension. Although 

audiovisual speech may offer substantial benefits of processing at different levels, including 

sub-lexical, lexical and sentence levels (e.g., Basirat et al., 2018; Brunellière et al., 2013, 2020), 

neuronal oscillations associated with linguistic prediction when listening to unimodal and 

bimodal sentences have not yet been investigated. Using the same approach as previous 

electrophysiological studies focusing on linguistic predictive processing of sentences (Foucart 

et al., 2015; Otten et al., 2007; Van Berkum et al., 2005; Wicha et al., 2003), we presented 

semantically constraining spoken sentences followed by a possessive adjective that either 

matched the gender of the expected (albeit not presented) word or not (see Figure 1). As in 

natural conversational speech, participants were asked to listen to spoken sentences and 

understand their meaning (see Figure 1A). As in Foucart et al. (2015), the expected words were 

never presented after the critical adjectives when participants listened to the sentences in order 

to avoid any interference effect between the processing of adjectives and that of predicted 

words, owing to strategies related to linguistic violations. From the beginning of the experiment, 

participants were informed that after the listening phase, they had to perform a lexical 

recognition task in which they had to indicate whether they had been previously exposed to 

these words (see Figure 1C). This task ensured the participants’ attention during sentence 

listening and showed us that the meaning of sentence contexts had been well computed by 

observing more false alarms for the predicted words than for new words that were not exposed 

or expected during the listening phase. 

Consistent with the goal of our study, we manipulated the presentation modality of 

sentence context so that the linguistic information was conveyed either in an auditory-only 
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manner or audiovisually (see Figure 1A). In a first experiment (Experiment 1), we explored the 

oscillatory correlates of prediction from sentence context listening in unimodal and bimodal 

situations without any interruption of sensory signals. However, we are sometimes exposed to 

challenging situations in which one sensory signal can be interrupted and missed because of 

defective communication tools or/and variability in the transmission of information. In a second 

experiment (Experiment 2), we thus explored whether oscillatory correlates of prediction from 

sentence context listening were more easily observable in challenging listening situations by 

interrupting one of the sensory streams. Sentence context was not always presented in the same 

modality as the adjective in Experiment 2. It either included the critical adjective and was 

conveyed in an auditory-only manner, or it was presented audiovisually and was followed by 

the critical adjective conveyed in an auditory-only manner. The realization of the two 

experiments allowed us to study a realistic view of the dynamic brain processes involved in 

spoken language comprehension. 

As in the work of Molinaro et al. (2017) on written sentences, we investigated whether 

beta power is also a brain correlate of linguistic prediction when listening to audiovisual 

sentences with face and lip movements and sentences presented in an auditory-only manner. 

Dynamics in the alpha and gamma frequency bands were also examined as they were previously 

found to be involved in core predictive processes. In Experiment 1, we explored the specificity 

of oscillatory correlates associated with linguistic prediction depending on the modality of 

sentence context. As we tested the hypothesis that oscillatory correlates associated with 

linguistic prediction may differ depending on the modality of sentence context, oscillatory 

correlates of linguistic prediction were therefore analyzed separately by modality. Since the 

suppression of alpha/beta power may be involved in predictive linguistic processing of 

audiovisual stimuli owing to the engagement of visual attention and the motor system, we 

hypothesized that alpha/beta power suppression between expected and unexpected adjectives 
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may be observed with audiovisual stimuli but not with auditory-only stimuli. An alternative 

hypothesis is that the suppression of alpha/beta power may be associated with the processing 

of audiovisual stimuli independently of predictive linguistic processing. If so, alpha/beta power 

should be suppressed with the processing of audiovisual stimuli in comparison with unimodal 

stimuli presented in an auditory-only manner. This finding would reflect modality effects. In 

line with the assumption that accurate matching between the incoming input and top-down 

predictions triggers an increase in low gamma power (see Lewis & Bastiaansen, 2015), we 

expected that an increased gamma activity between expected and unexpected adjectives should 

be found with audiovisual stimuli and this prediction effect should also be shown with auditory-

only stimuli. 

In challenging listening situations, gamma activity was found to be higher for high- than 

for low-predictable words when there was more acoustic degradation, suggesting a greater 

benefit of top-down predictions from sentential contexts when the acoustic degradation is 

stronger (Obleser & Kotz, 2011). In addition, Molinaro et al. (2017) showed word prediction 

associated with lower beta power for gender-mismatching adjectives only in second language 

speakers, which is another type of challenging situations. In Experiment 2, interrupting the 

visual stream from audiovisual stimulations also constituted a challenging situation because the 

sensory input was suddenly degraded. In line with the role of predictive processing in successful 

language comprehension, we hypothesized that word prediction would be more strongly 

triggered in challenging listening situations when the incoming sensory information is difficult 

to analyze; higher-level information based on the semantic and syntactic information provided 

by the prior context would thus be more used to predict the upcoming word. As in Experiment 

1, we used the same approach to investigate the oscillatory correlates of word prediction from 

listening to sentence context in interaction with the nature of sensory streams delivering 

sentential information and the oscillatory correlates associated with modality effects. 
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As illustrated in Figure 1, the material used was in French, unlike previous 

electrophysiological studies demonstrating prediction effects on words preceding a predictable 

noun in semantically constraining sentences (e.g., Foucart et al., 2015; Otten et al., 2007; Van 

Berkum et al., 2005; Wicha et al., 2003). In both experiments, we explored oscillatory activity 

in the alpha, beta and gamma frequency bands during the processing of critical adjectives, 

providing direct evidence of word prediction based on prior sentence context in interaction with 

the nature of sensory streams delivering sentential information. 

< Insert Figure 1 here> 

2. Material and Methods: Experiment 1 

2.1 Participants 

Thirty-two French-speaking students from the University of Lille, aged between 20 and 

25 years old (21 females, mean age: 21.9; SD age: 1.48), took part in Experiment 1. We decided 

on a sample size that was a multiple of 4 (as it facilitated a perfect counterbalancing of 

participants per experimental list), similar to that used in previous electrophysiological studies 

focusing on neural oscillations with audiovisual materials (Drijvers et al., 2017, 2018) and 

larger than Molinaro et al. (2017). Participants had normal or corrected-to-normal vision and 

none of them self-reported any hearing or language impairment. All were right-handed as 

assessed by the Edinburgh Handedness Inventory (Oldfield, 1971). They received monetary 

compensation for their participation (10€) or credits for courses. Before the beginning of the 

experiment, participants gave their written informed consent. Five participants were excluded 

during the EEG pre-processing stage owing to excessive blinking and movement artifacts. The 

study (including Experiments 1 and 2) was approved by the Research Ethics Committee of the 

University of Lille. 

2.2 Stimuli 
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The experimental stimuli consisted of a set of 120 pairs of strongly semantically 

constraining sentence frames (mean cloze probability: 0.74, SD: 0.15). Their selection was 

based on the classical cloze procedure in which 45 French speakers (who did not take part in 

Experiments 1 and 2) were asked to complete sentence contexts with the first word that came 

to their mind. The mean length of sentence frames was 17.7 words (9 – 18 words). Each selected 

sentence frame ended by the possessive adjective referring to the second person /ta/ or /tɔ᷉/, 

which was either in accordance with the gender of the expected final noun or not (see Figure 

1B). These possessive adjectives were not included in the sentence frames during the cloze 

procedure test. When a noun was provided as the first word that came to mind, an adjective also 

had to be provided with the noun to complete the sentence frame. This helped determine the 

cloze probability of the first word that came to mind and verify the plausibility of the use of 

possessive adjectives. The expected final noun was never presented at the end of the sentence 

and the two possessive adjectives beginning with an initial unvoiced plosive segment (here, /t/) 

provided a clear physical marker on the spectrogram, which helped detect the onset of target 

adjectives easily. In this study, we manipulated two different factors: gender agreement of the 

adjective with the expected final noun (congruency of gender: unexpected gender vs. expected 

gender) and modality of sentence presentation (audiovisual modality vs. auditory-only 

modality). This generated the four following experimental conditions: Auditory-only and 

Expected gender (AO-EG), Auditory-only and Unexpected gender (AO-UG), Audiovisual and 

Expected gender (AV-EG), Audiovisual and Unexpected gender (AV-UG). To avoid exposing 

participants to repeated presentations of the same sentence frame, we constructed four 

equivalent experimental lists of 30 trials per modality. All experimental modalities (AO-EG, 

AO-UG, AV-EG, AV-UG) were equally represented in each list. In addition to the experimental 

stimuli, 120 filler sentences were created to avoid the development of focused attention on the 

two critical adjectives in the experimental stimuli. These fillers were semantically and 
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grammatically congruent sentences in which one of the two critical adjectives (/ta/ or /tɔ᷉/) was 

introduced either at the beginning or in the middle of a sentence (for example: “Quand je suis 

passé devant ta vitrine, ça m’a donné envie de manger un éclair”, As I walked past your window 

display, it made me want to eat an eclair). 

Regarding the recording of the stimuli, a French-speaking male speaker was asked to 

pronounce the sentences several times with natural prosody at a normal speaking rate. The video 

recording featured a full-face frontal view of the speaker recorded simultaneously with the 

auditory stream during the production of sentences. To make sure that intonation, speaking rate, 

duration and visual movements were equivalent up to the word before the target adjective, we 

used a splicing technique (using Adobe Premiere Pro). A recording of each sentence context up 

to the word just before the target adjectives was selected for each sentence, so that intonation 

and speaking rate would sound natural (e.g., in the example shown in Figure 1B, “Tu m'as bien 

aidé quand j'étais indécis. Je l'ai suivi…”, You helped me when I was undecided. I followed…). 

Fragments coming from other recordings of the same sentence frame (e.g., in the example, “ta 

conseil” your advice, “ton conseil” your advice) then completed the sentence to create two new 

versions: one containing the expected adjective and the other containing the unexpected 

adjective. We ensured that the montage of video stimuli was not perceptible under auditory and 

visual streams for all stimuli by asking naïve persons to judge whether the stimuli had been 

pronounced naturally by the speaker. Importantly, after the adjective, auditory and visual 

distortions replaced the occurrence of the expected final word, so that the expected final word 

was not heard or perceived visually. By imposing a visual progressive wave using Adobe 

Premiere Pro, the visual distortion enabled the shape of the speaker to be seen, although the 

movements of the speaker’s face could not be perceived. For the auditory stream, we used Cool 

Edit and generated brown noise at the mean intensity of the two adjectives for each sentence 

frame. The duration of auditory and visual distortions was identical for one sentence frame with 
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a mean duration of 0.93 s (range: 0.7-1.54 s). Adjective onset was detected and duration values 

were extracted using the Praat speech editing software (version 5.3; Boersma and Weenink, 

2011). The mean duration of the adjective was 0.072 s (range: 0.035-0.136 s) and did not vary 

significantly between the expected and unexpected gender conditions (p>.2). Filler sentences 

had the same distortions as critical sentences, although the duration of distortions varied 

between five values (0.04, 0.1, 0.2, 0.3 or 0.4 s) and they were never placed in the final part of 

the sentences. All audiovisual sentences were presented with a 0.28-s linear fade-in ramp and a 

0.18-s linear fade-out ramp. The mean duration of sentences was 4.69 s. 

2.3 Experimental procedure 

As illustrated in Figure 1A, each trial began with a red fixation cross presented in the 

center of the monitor for 0.5 s, followed by the presentation of a sentence. A black screen then 

appeared for 2 s and was replaced by a grey fixation cross in the center of the monitor for 1 s. 

The audio part was played binaurally at a comfortable sound level via headphones, and the 

video part was played on a computer monitor placed 100 cm away from the participant. To 

minimize artefacts, participants were asked to focus their gaze on the center of the screen and 

to keep their eyes as still as possible. They were encouraged to avoid moving unless the grey 

fixation cross was displayed. Participants listened to 16 practice sentences prior to the set of 

four 10-min blocks of 60 trials, each containing sentences from all experimental conditions and 

fillers presented in random order. During the experiment, they were instructed to listen to the 

sentences carefully for comprehension, without any further tasks (for similar approaches, see 

Van Den Brink & Hagoort, 2004, Brunellière et al., 2020). After the listening task, participants 

performed a lexical recognition task to examine whether predictive mechanisms induced a 

memory trace of expected (although not presented) words (see Figure 1C). They were asked to 

indicate as quickly and accurately as possible whether they had heard the word or not during 

the listening task by pressing one of the two buttons on a response box. These response buttons 
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were counterbalanced across participants. Each word among a set of 320 words was presented 

randomly at the center of the screen. For each participant, half of the words (160) never 

appeared in the sentences during the listening task, and the remaining half (160) came from 

each experimental condition and from fillers. Among the words which never appeared during 

the listening task, half of them were new (80) and the other half were expected from the sentence 

frame, yet muted (80). Among the latter words, 20 words were expected from each experimental 

condition (AO-EG, AO-UG, AV-EG, AV-UG) and they were equivalent to new words (p>.2) 

in terms of psycholinguistic properties (lexical frequency, length and neighborhood). During 

both listening and lexical recognition tasks, participants sat in a shielded room. 

 

2.4 EEG recording and pre-processing 

The electrical signal was recorded from the scalp using a 128-channel Biosemi Active 

Two AD-box and was digitized at 1024 Hz. Two electrodes measured eye movements from the 

right eye and two additional electrodes were placed over the right and left mastoids. As 

recommended with the Biosemi Active Two AD-box, individual electrodes were adjusted to a 

stable offset lower than 20 mV. Artefact rejection was performed using the Cartool software 

(https://sites.google.com/site/cartoolcommunity/home) under a rejection criterion of 100 µV 

for any channel, in a segment starting 2 s before and ending 2 s after the onset of the adjectives 

and after the onset of sentences. When a difference amplitude from one time frame to the next 

in the EEG segment was superior to 100 µV over one electrode, the segment was rejected. 

Blinks and eye movements as well as other muscle artifacts were therefore removed. The 

number of accepted trials was equal across all four experimental conditions with an average of 

29 accepted trials (p>.2; AO-EG: 28.6; AO-UG: 28.7; AV-EG: 28.8; AV-UG: 28.7). Time-

frequency and statistical analyses were then conducted using the Fieldtrip Toolbox (Oostenveld 

et al., 2011). The EEG signal was first re-referenced offline to an average mastoid reference 

(left and right). Data were then segmented time-locked to the onset of sentences and that of the 



15 

 

adjective; only the segments accepted after the trial rejection step were included. Epochs were 

defined as 4-s segments (-2 to + 2 s) for both sentence onset and adjective onset. Segments for 

sentence onset were built because a time window between -0.50 and -0.20 s relatively to 

sentence onset was used as a baseline during the computing of time-frequency representations 

(TFRs). It helped rule out any bias due to the processing of sentence context and the nature of 

sensory streams delivering sentential information (see, supplementary material). The length of 

the baseline was based on that previously used by Wang et al. (2018). Finally, a bandpass filter 

(2nd-order Butterworth filter, 0.01 – 100 Hz) was applied. 

 

2.5 EEG analyses: Time-frequency representations of power and statistics 

Following the procedure by Wang et al. (2018), time-frequency representations (TFRs) 

of single trials were computed for each participant, channel and epoch, in two overlapping 

frequency ranges. For low frequencies ranging from 2 to 30 Hz, a 0.5-s Hanning window was 

applied in 2-Hz frequency steps and 0.01-s time steps. In the high frequency range (25 – 100 

Hz), the Slepian multitaper approach was used. Power estimates were calculated with a 0.2-s 

window, 10-Hz frequency smoothing, in 5-Hz frequency steps and 0.05-s time steps. As 

expected, time-frequency representations of power over the baseline time window did not differ 

across experimental conditions. We divided the TFRs of adjective onset epochs in each 

experimental condition by the baseline consisting in the average of all sentence onset epochs 

over a time window between -0.50 and -0.20 s relatively to sentence onset (see supplementary 

material). A log transformation (10*log10) was then applied to power values to provide them 

in decibels. 

As in Wang et al. (2018), we used a [-1; 1]-s time window time-locked to the target 

word, so that this window was long enough to observe brain activity but shorter than that used 

for data segmentation, in order to avoid a ringing artifact on the signal. To achieve the purpose 
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of the study, cluster-based permutation statistics (Maris, & Oostenveld, 2007) were performed 

across participants over all 128 electrodes in three different frequency bands (alpha: 8 – 12 Hz, 

beta: 16 – 20 Hz, gamma: 25 – 40 Hz1), for the [-1; 1]-s time window time-locked to adjective 

onset. This non-parametric statistical procedure optimally solves the multiple comparison issue. 

To investigate whether oscillatory activity in the alpha, beta and gamma frequency bands 

reflected word prediction with audiovisual and auditory-only stimuli, we compared TFRs 

between the EG and UG conditions in the interval after the presentation of the adjective (0 to 1 

s) over each modality (AV or AO). If an effect of word prediction was found over any modality, 

we examined a potential two-way interaction between the two factors (Congruency of gender 

and Modality) by performing permutation tests on the differences in TFRs for UG minus EG 

between the AV and AO modalities. To establish oscillatory activity in the alpha, beta and 

gamma frequency bands associated with a modality effect, we compared TFRs for the AV 

modality to those for the AO modality in the interval prior to the presentation of the adjective 

(−1 to 0 s) and in a 1-s post-adjective window (0 to 1 s). All statistical comparisons were 

quantified using a t-test and a threshold of 95th quantile was applied to determine cluster 

candidates. Cluster-level statistics were computed by adding the t-values within each cluster. 

All adjacent data points according to the adjacent neighbors’ design exceeding significance 

level (0.05 %) were grouped into clusters. Significance probability was calculated using the 

Monte Carlo method, with 1,000 random permutations. Statistical analyses with Student t tests 

and ANOVAs were also conducted on behavioral data for the lexical recognition task. By using 

the theory of signal detection, we tested whether participants accurately performed this task 

 
1 Like Wang, Hagoort, and Jensen (2018), we also quantified high gamma power with a 60–90 

Hz range. Over this frequency band, there were neither significant differences between the 

expected and unexpected gender conditions within one modality nor a modality effect. 
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above chance level and whether there were more false alarms for predicted words than for new 

words not presented during the listening phase. 

 

3. Results: Experiment 1 

Behavioral Effects in Lexical Recognition Task: investigating the use of semantic 

constraints from sentence contexts 

 

Participants performed the lexical recognition task accurately, as estimated by signal 

detection (d-prime) using hit responses (words heard during sentence listening and participant 

pressing the button corresponding to ‘heard words’) and false alarms (foils never presented 

during the sentence listening phase, but for which participants pressed the button corresponding 

to ‘heard words’). Individual values of d-prime significantly differed from the null hypothesis 

of chance performance (t(27)=10.99, p=10-8), showing that participants paid attention to the 

sentences (mean value of d-prime: 0.45). However, this value of d-prime was quite low, as we 

inserted words expected from the sentence frames but never presented in the listening phase. 

An ANOVA analysis on false alarms revealed a main effect of this manipulation: 

F(4,104)=15.07, p=10-7. Participants produced more false alarms for expected yet unheard 

words than for new words (i.e., unexpected and unheard words, 0.21, p=1.16×10-4), suggesting 

that participants paid attention to the meaning of sentence contexts. There were no significant 

effects between experimental conditions (AO-EG: 0.42, AO-UG: 0.34, AV-EG: 0.39 AV-UG: 

0.37) on false alarms. 

 

Oscillatory activity in alpha, beta and gamma frequency bands: investigating word 

prediction effects with audiovisual and auditory-only stimuli 

When we compared the TFRs of alpha (8 – 12 Hz), beta (16 – 20 Hz), and gamma (25 

– 40 Hz) band activities for the UG and EG conditions in the interval after adjective presentation 
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(0 to 1 s), no significant clusters were identified for any particular modality in the alpha, beta 

and gamma frequency bands. Figure 2 illustrates the absence of significant clusters between the 

UG and EG conditions for the gamma frequency band in the AV modality. 

< Insert Figure 2 here > 

 

Oscillatory activity in alpha, beta and gamma frequency bands: investigating modality 

effects 

We compared the TFRs of alpha (8 – 12 Hz), beta (16 – 20 Hz), and gamma (25 – 40 

Hz) band activities for the AV and AO modalities prior to (−1 to 0 s) and after (0 to 1 s) adjective 

presentation. Figure 3 shows a significant cluster for the alpha activity in the observed data 

between the AV and AO modalities including all electrodes, between −1 to 0 s after adjective 

onset (p=4×10- 3). Another significant cluster including all electrodes was identified between 

these modalities but in a 0-to-1-s time window after adjective onset (p=9.99×10-4). The alpha 

power in the AV modality was lower than in the AO modality prior to (−1 to 0 s) and after (0 

to 1 s) adjective presentation. 

< Insert Figure 3 here > 

The cluster-based permutation tests on the beta activity revealed similar results to those 

found for the alpha activity with significant differences between the AV and AO modalities 

before and after adjective presentation. Figure 4 shows that these differences corresponded to a 

first cluster in the observed data including a set of frontocentral, right anterior and right 

centroparietal electrodes and beginning 1 s to 0.73 s before the onset of adjectives (p=3×10-2), 

and to a second cluster in the observed data including almost all electrodes and occurring 0.15 

s to 0.99 s after adjective onset (p=9.99×10-4). Beta power was lower in the AV than in the AO 

modality over these two significant clusters. 
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< Insert Figure 4 here > 

Contrary to the alpha and beta frequency bands, there was a significant difference 

between the AV and AO modalities over the gamma frequency band only after adjective 

presentation. This corresponded to a cluster in the observed data including frontocentral, central 

and right centroparietal electrodes and beginning 0.25 s to 0.45 s after adjective onset 

(p=3.96×10-2). Gamma power was lower in the AV than in the AO modality over this cluster. 

< Insert Figure 5 here > 

4. Discussion: Experiment 1 

 

Although the lexical recognition task showed that participants paid attention to the 

meaning of sentence contexts, we found no significant effect of gender congruency after the 

processing of target adjectives at alpha, beta and gamma frequency bands in Experiment 1. This 

showed no evidence of word prediction based on sentence context delivered by unimodal or 

bimodal streams. This may seem surprising based on prior event-related potential studies with 

written sentences (Delong et al., 2005; Fleur et al., 2020; Foucart et al., 2014, Wicha et al., 

2004) or auditory sentences (Foucart et al., 2015; Otten et al., 2007; Van Berkum et al., 2005; 

Wicha et al., 2003), showing larger amplitude of electrophysiological components for 

unexpected than for expected gender. Unlike in most previous studies, we never presented the 

words expected from the semantically constraining sentence contexts. This could explain why 

evidence of word prediction was difficult to observe in our experiment. Indeed, auditory 

feedback about the expected information is known to be used for adjusting the internal 

prediction system until speech errors are eliminated and target speech is achieved thanks to 

motor control (Guenther & Vladusich, 2012). However, the absence of expected words from 

the semantically constraining sentence contexts may not be the only factor that reduces word 

prediction, as Foucart et al. (2015) did not present expected words during the listening phase 
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either and found an effect of word prediction from pre-nominal adjectives that mismatched the 

gender of a likely upcoming noun. Other factors may concern the EEG analyses and task 

instructions during the listening phase. While we performed time-frequency analyses, Foucart 

et al. (2015) examined ERP responses. However, Molinaro et al. (2017) showed that time-

frequency analyses did not prevent finding a prediction effect. Unlike Foucart et al. (2015), we 

did not ask participants to answer comprehension questions after listening to sentences. In their 

study, one third of the sentences was followed by a comprehension question. Molinaro et al. 

(2017) also asked their participants to answer comprehension questions. They observed lower 

beta power for gender-mismatching adjectives than for those matching the predicted nouns in 

second-language speakers. Hence, using comprehension questions may have increased the use 

of high-level semantic constraints from sentence contexts. 

The findings of Experiment 1 mainly suggest that prediction spreading from higher 

sentence levels to lower word levels is optional during unimodal and bimodal sentence 

listening. In line with the role of predictive processing in successful language comprehension, 

we hypothesized that word prediction would be more strongly triggered in challenging listening 

situations when the incoming sensory information is difficult to analyze. The higher-level 

information based on the semantic and syntactic information provided by prior context would 

thus be more used to predict the upcoming noun. In Experiment 2, we explored whether 

oscillatory correlates of prediction from sentence context listening were more easily observable 

in challenging listening situations by interrupting one of the sensory streams. Materials and 

methods of Experiment 2 are provided in the following section. 

Regarding modality effects, the sensory streams delivering sentence context strongly 

affected brain dynamics in alpha, beta and gamma frequency ranges before and/or after the 

processing of target adjectives in Experiment 1. Prior to the presentation of target adjectives, 

alpha and beta oscillations were reduced by the audiovisual speech delivering sentence context 
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in comparison with unimodal stimuli presented in an auditory-only manner. This suppression 

of alpha/beta power was also observed with audiovisual stimuli in comparison to auditory-only 

stimuli during the processing of target adjectives. This is in line with previous studies showing 

that visual attention and the motor system are strongly engaged during the processing of 

interactions between speech signals and visual articulatory movements (Fridriksson et al., 2008; 

Hall et al., 2005; Lange et al., 2013; Skipper et al., 2005). The audiovisual suppression in alpha 

activity confirmed that audiovisual events guide attention during the processing of incoming 

information (e.g., Van der Burg et al., 2008a, 2008b). Beta-band oscillations have already been 

reported in the motor domain (see Engel & Fries, 2010, for review) and have also been observed 

during audiovisual integration in the superior temporal cortex (Schepers et al., 2013). 

Surprisingly, low gamma activity was strongly decreased by the audiovisual modality in 

comparison with the auditory-only modality during adjective recognition from 0.25 s. This is 

again consistent with previous studies showing that audiovisual speech contributes to word 

recognition (e.g., Brunellière et al., 2013, 2020; Buchwald et al., 2009; Fort et al., 2013). The 

occurrence of such adjectives in speech input can be predicted timely thanks to the parenthetical 

structure of sentence context in our study (for other EEG experiments with similar structures, 

see Brunellière et al., 2019; Brunellière et al., 2020). This can be more salient with audiovisual 

sentences (Brunellière et al., 2020). Visual information thus increases sensitivity to expected 

sensory information by temporal predictions (Peelle, & Sommers, 2015, for a review), which 

is in line with the stronger attentional engagement directed towards the adjective observed in 

alpha activity from listening to audiovisual sentences. Gamma oscillations are also known to 

be involved in visual processing (e.g., Tallon-Baudry & Bertrand, 1999) and selective visual 

attention (Fries et al., 2001). 
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In sum, when listening conditions were optimal, no evidence of word prediction was 

found. It is clear that oscillatory activity in alpha, beta and gamma frequency ranges shaped by 

the nature of the sensory streams during the processing of spoken sentences were independent 

from predictive linguistic processing. In Experiment 2, we investigated whether word 

prediction emerged when listening to semantically constraining sentences in challenging 

situations, and whether interrupting and switching sensory streams triggered word prediction in 

such contexts. 

 

5. Material and Methods: Experiment 2 

Thirty-two new participants were selected using the same criteria as those in Experiment 

1. Only two participants were excluded during the pre-processing step because of excessive 

blinking and movement artifacts. The experimental stimuli and design were adapted from 

Experiment 1. The only difference was that the target adjective and the following noise were 

always presented in the auditory-only modality, irrespective of the sensory streams delivering 

sentence context. As a result, the AV modality in Experiment 2 presented a modality switch 

between sentence context and the rest of the sentence after the adjective, while the AO modality 

was similar to that used in Experiment 1. Data acquisition, pre-processing and analyses were 

the same as in Experiment 12.  

6. Results: Experiment 2 

Behavioral Effects in Lexical Recognition Task: investigating the use of semantic 

constraints from sentence contexts 

 

 
2 Over the high gamma activity in a 60–90 Hz range, there were neither significant differences 

between the expected and unexpected gender conditions within one modality, nor a modality 

effect. 
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When the individual values of d-prime were compared to the null hypothesis of chance 

performance, it showed that participants performed the recognition task above chance 

(t(30)=13.91, p=10-7). As in Experiment 1, participants paid attention to the stimuli 

(Experiment  2, mean value of d-prime: 0.69). Moreover, this value of d-prime was quite low, 

as we inserted words expected from the sentence frames but never presented in the listening 

phase. An ANOVA analysis on false alarms revealed a main effect of this manipulation, 

F(4,104)=22.27, p=10-15. Participants produced more false alarms for expected yet unheard 

words than for new words (i.e., unexpected and unheard words, 0.16, p=1.7×10-5), suggesting 

that they paid attention to the meaning of sentence contexts. There were no significant effects 

between experimental conditions (AO-EG: 0.36, AO-UG: 0.33, AV-EG: 0.37, AV-UG: 0.32) 

on false alarms. 

 

Oscillatory activity in alpha, beta and gamma frequency bands: investigating word 

prediction effects with audiovisual and auditory-only stimuli 

 

As in Experiment 1, we compared the TFRs of alpha (8 – 12 Hz), beta (16 – 20 Hz), and 

gamma (25 – 40 Hz) band activities for the UG and EG conditions in the 0-to-1-s interval after 

adjective presentation for each modality. There was a significant difference in gamma activity 

between the EG and UG conditions for the AV modality (see Figure 2). This corresponded to a 

cluster in the observed data including over the right anterior and central electrodes between 

0.33 s and 0.55 s after the onset of adjectives (p=1.39×10-2). Gamma power was higher in the 

UG than in the EG condition over this cluster (see Figure 2). No interactive effect between 

congruency of gender and modality was found by performing permutation tests on the 

differences in TFRs for UG minus EG between the AV and AO modalities. However, a two-

way repeated ANOVA was conducted over the significant cluster on mean gamma power with 

the two independent variables: congruency of gender (UG and EG conditions) and modality 
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(AV and AO modalities). It revealed a significant interaction between congruency of gender 

and modality (F(1,29)=17.31, p=1.36×10-2). Post-hoc Tukey t-tests confirmed that there was a 

significant difference in gamma activity between the EG and UG conditions with the AV 

modality (p=3.31×10-2), whereas this difference was not significant with the AO modality 

(p=8.31×10-1). 

 

Oscillatory activity in alpha, beta and gamma frequency bands: investigating modality 

effects 

We compared the TFRs of alpha (8 – 12 Hz), beta (16 – 20 Hz), and gamma (25 – 40 

Hz) band activities for the AV and AO modalities in the intervals prior to (−1 to 0 s) and after 

(0 to 1 s) adjective presentation. Similar to Experiment 1 at alpha frequency band, a significant 

cluster was identified in both these intervals. There was a first cluster in the observed data 

including all electrodes between 1 s and 0 s before adjective presentation (p=1.99×10-3) and a 

second cluster in the observed data including all electrodes and occurring around 0 s until 0.68 

s after the onset of adjectives (p=4.99×10-3). Over both clusters, alpha power was lower in the 

AV than in the AO modality (see Figure 3B). 

Regarding beta frequency band, a significant cluster was identified between the AV and 

AO modalities (see Figure 4) in the observed data including right central and right centroparietal 

electrodes between 1 s to 0.09 s before adjective presentation (p=4.59×10-2). Figure 4B shows 

that beta power was lower in the AV than in the AO modality. Similar to the beta frequency 

band, there was a significant cluster identified between the AV and AO modalities in the 

interval prior to adjective presentation at gamma frequency band (see Figure 5). This 

corresponded to a cluster in the observed data including almost all electrodes from the scalp 

occurring between 1 s to 0 s before the onset of adjectives (p=2.99×10-3). Over this cluster, 

gamma power was lower in the AV than in the AO modality (see Figure 5B). 
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7. Discussion: Experiment 2 

 

In Experiment 2, we found evidence of word prediction in challenging situations when 

switching between the two sensory streams delivering the spoken sentences. In line with the 

functional role of the gamma band described as reacting to the matching between top-down 

predictions and incoming input (see Lewis and Bastiaansen, 2015; Meyer, 2018, for reviews), 

gamma power was affected by the congruency of gender of the adjective qualifying the word 

predicted from sentence context. Although our experimental design provided clear evidence of 

word prediction before its presentation in challenging listening situations, observing reduced 

gamma activity after the incoming adjective when its gender matched that of the word predicted 

from sentence context is a somewhat surprising result. However, increased gamma activity for 

semantic violations has already been documented in sentence processing (Hagoort et al., 2004) 

and the matching between top-down predictions and expected word is not always accompanied 

by an increase in gamma activity (e.g., Hagoort et al., 2004; Li et al., 2017). Some studies have 

indeed suggested that attention may influence gamma activity, so that gamma fluctuations are 

dependent on experimental designs and task strategies (Gruber et al., 1999). Importantly, our 

experiment is the first to provide clear evidence of word prediction associated with gamma 

fluctuations in sentence processing and to show that word prediction appeared to be an optional 

process. 

Moreover, we replicated the oscillatory changes shaped by audiovisual speech in the 

alpha and beta activities that we had already observed in Experiment 1 during the processing 

of semantically constraining contexts. This shows that such changes were specifically due to 

the nature of the sensory streams delivering sentence context. In addition to the changes in the 

alpha and beta bands, gamma power was decreased by audiovisual speech when a switch 
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occurred between the two sensory streams delivering spoken sentences. This suggests an 

attentional preparatory phase before the occurrence of the interrupted visual stream, since 

previous studies revealed that gamma oscillations play an attentional role (Fries et al., 2008; 

Gregoriou et al., 2009; Lima et al., 2011; Siegel et al., 2008). As in Experiment 1, alpha activity 

decreased during the processing of the target adjective. However, since the adjective was 

always presented in the auditory-only modality in Experiment 2, this decrease can only be 

interpreted as reflecting the impact of the sensory streams delivering sentence context on the 

processing of the following adjective. The impact of visual and auditory streams delivering 

sentence context on alpha activity thus persisted during the processing of incoming information. 

This reinforces the idea that the dynamics of oscillatory activity persist for several cycles after 

stimulation (Kösem et al., 2018). A recent magnetoencephalographic study showed that this 

persistence even affected the processing of incoming linguistic units (Kösem et al., 2018). 

Taken together, variations in beta and alpha frequency bands associated with modality effects 

confirmed that visual attention and the motor system are strongly engaged during the processing 

of interactions between speech signals and visual articulatory movements (Fridriksson et al., 

2008; Hall et al., 2005; Lange et al., 2013; Skipper et al, 2005). In contrast, gamma activity 

appeared to be more sensitive to linguistic and sensory change predictions. 

8. General Discussion 

In the present study, we investigated the oscillatory correlates of prediction from 

sentence context listening and how such brain correlates are shaped by the sensory streams 

delivering linguistic information at sentence level. No evidence of word prediction was found 

when bimodal audiovisual and auditory streams were presented in a stable manner. However, 

when a switch from bimodal audiovisual streams to the unimodal auditory stream occurred, 

evidence of word prediction when listening to spoken sentences appeared in gamma power over 

the right anterior and central electrodes. Moreover, the processing of sentence context in this 
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challenging situation was also accompanied by decreased gamma power over most electrodes. 

In line with previous studies showing an impact of audiovisual speech during the processing of 

linguistic information (e.g., Brunellière et al., 2013, 2020; Buchwald et al., 2009; Fort et al., 

2013), audiovisual speech benefits were observed during listening to sentence contexts and 

target words embedded in sentential context at various frequency bands. Alpha and beta 

oscillations were found to decrease when semantically constraining sentences were delivered 

in the audiovisual modality, compared to the auditory-only modality. The implications of these 

findings in light of the previous literature are discussed below. 

Gamma oscillations carry predictions in challenging listening situations 

According to the predictive coding theory (Bar, 2007; Friston, 2005), the brain 

continuously infers the probabilities of sensory input across the hierarchy of multi-level 

representations from higher to lower levels to predict upcoming input. During sentence 

listening, semantic and syntactic information from sentence context is assumed to trigger word 

prediction and then pre-activation at lower levels (Kuperberg & Jaeger, 2016; Pickering & 

Gambi, 2018). However, successful language comprehension can be guaranteed by both the 

word prediction process and the integration of the incoming word into sentence representation 

or by a larger part of one of these processes depending on contextual situations. Similarly, we 

did not find any evidence of word prediction in our first experiment, in which the sensory 

streams were presented in a stable manner from the beginning to the end of the sentence. In 

contrast, when the bimodal audiovisual streams switched to the unimodal auditory stream, 

evidence of word prediction with decreased gamma power was observed. Our findings are in 

line with the hypothesis that gamma power is highly related to predictive processes and reflects 

the matching between top-down predictions and incoming information (see Lewis & 

Bastiaansen, 2015; Meyer, 2018, for reviews). Both experiments in sentence processing and in 

multisensory semantic matching between visual and auditory objects demonstrated increased 
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gamma activity when the incoming information matched the predicted information (e.g., Hald 

et al., 2006; Penolazzi et al., 2009; Rommers et al., 2013; Schneider et al., 2008). Although 

these studies reported this specific pattern of findings in gamma power, other studies did not 

reveal gamma power changes in matching situations or increased gamma activity in 

mismatching linguistic situations (e.g., Hagoort et al., 2004; Li et al., 2017). Importantly, 

attention may influence gamma band activity by affecting the relationship between bottom-up 

and top-down processes. Experimental settings may act as strategies to modulate these gamma 

oscillations (Gruber et al., 1999). Previous EEG/MEG studies in non-linguistic domains 

revealed that attention increased gamma power (Friese, Daume, Göschl, König, Wang & Engel; 

2016; Fries, 2009; Jensen, Kaiser & Lachaux, 2007). In line with these findings, we posit that 

finding mismatching adjectives for the predicted word captured attention, thus reversing the 

pattern of gamma activity between matching adjectives and mismatching ones. 

Pickering and Gambi (2018) posited that generating predictions from higher to lower 

levels in language comprehension is an optional process, given that predictive processes are 

very consuming cognitive resources involving a large set of distributed brain areas. Our findings 

are in line with Pickering and Gambi’s study (2018) showing evidence of word prediction 

during sentence processing only when speech input is degraded. It may be that word predictions 

from higher levels of sentence representation are engaged owing to the degradation of 

information from speech input. In contrast, when speech input is transmitted in optimal listening 

situations, bottom-up activation from speech input can operate without predictions from higher 

to lower levels for successful understanding of sentences. According to the predictive coding 

theory (Bar, 2007; Friston, 2005), challenging situations involving a switch from bimodal 

audiovisual streams to unimodal auditory stream would require updated predictions based on 

prior knowledge in order to adapt the processing of speech input. We believe that the more 

predictions are updated when sentence listening is difficult, the more evidence of word 
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prediction can be found. Future neuroimaging studies should be conducted to examine the 

properties of linguistic and sensory information from which predictions can be derived at 

various representation levels in multimodal situations. In our study, it appeared that alpha and 

beta frequency variations shaped by the nature of the sensory streams were independent from 

predictive linguistic processing. 

 

Alpha and beta oscillations suppressed from sentence context with audiovisual speech  

Power decreases in alpha and beta oscillations are usually associated with high brain activity, 

while increases are linked to disengagement of brain areas (see Meyer, 2018, for a review). We 

found decreases in alpha and beta powers when the sentence context was delivered by 

audiovisual speech in comparison with the auditory-only modality, suggesting a higher 

engagement of the brain in the audiovisual modality. Such changes in alpha activity confirm 

that audiovisual events guide attention during the processing of incoming information (Van Der 

Burg et al., 2008a, 2008b). Some studies have shown that the suppression of alpha activity is 

connected to behavioral measures of performance (e.g., Boudewyn & Carter, 2018; Haegens et 

al., 2011). A recent study on the processing of spoken sentences showed that reduced alpha 

activity was associated with attentional engagement and produced successful comprehension 

(Boudewyn & Carter, 2018). Beta oscillations (16 Hz – 20 Hz) tend to be related to maintaining 

information in the working memory and motor engagement (see Bastiaansen et al., 2012; 

Meyer, 2018, for reviews). During the processing of written sentences, beta power was reduced 

with high constraining sentences just before the predicted words (e.g., Li et al., 2017; Wang et 

al., 2018). This is consistent with the findings of previous studies on audiovisual benefits in 

sentence processing (e.g., Brunellière et al., 2013, 2020). However, the present study essentially 

sheds new light on the nature of the processes that are impacted. Moreover, a decrease in alpha 



31 

 

activity due to audiovisual speech persisted during the processing of incoming information 

independently of the later exposure to audiovisual speech. The persistence of alpha activity 

suppression due to audiovisual speech questions the brain areas that monitor such suppression 

and its links with behavioral performance in language comprehension. Our study raises issues 

about the role of alpha and beta oscillations in multimodal language comprehension. These 

oscillations should therefore be studied more closely if they are linked to the integration of the 

incoming word into sentence representation. 

9. Conclusion 

We found that word prediction is optional during unimodal and bimodal sentence listening in 

optimal situations. However, evidence of word prediction was related to gamma fluctuations in 

challenging situations, during which bimodal audiovisual streams switched to the unimodal 

auditory stream. Finally, we showed that audiovisual speech in spoken sentences shapes brain 

activity at alpha and beta frequency bands, thus demonstrating an impact on attention, memory 

and motor processes during the processing of linguistic information independently of word 

prediction processing. 
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Figure Captions 

Figure 1. Overview of experimental procedure and stimuli. (A) Experimental procedure of 

listening task; (B) Example of experimental stimuli with gender manipulation. The following 

sentence context: “Tu m'as bien aidé quand j'étais indécis. Je l'ai suivi…” predicted the 

masculine word “conseil” (advice, in English). The possessive adjective referring to the second 

person, “ton”, is the masculine form and therefore the expected gender in this example. The 

possessive adjective referring to the second person, “ta”, is the feminine form and therefore the 

unexpected gender in this example; (C) Experimental procedure of lexical recognition task AV: 

Audiovisual modality; AO: Auditory-only modality; EG: Expected gender; UG: Unexpected 

gender. 

 

Figure 2. Illustration of results based on gender congruency effect on 25 – 40 Hz gamma activity 

after target adjective for audiovisual modality in Experiments 1 and 2; (A) Spatial distribution 

of UG-EG difference power over significant time window found in Experiments 1 and 2. 

Asterisks denote significant clusters of electrodes and circles signal no significant effect of 

gender congruency at one electrode; (B) Power spectral density at C3 electrode from -1 s to 1 s 

after onset of target adjective over the two following conditions: Audiovisual modality and 

Expected gender (AV-EG) and Audiovisual modality and Unexpected gender (AV-UG). C3 

electrode belonged to significant clusters of electrodes and was located over right frontocentral 

sites in Experiment 2. Target adjective started at 0 s. Grey bars denote period of significant 

clusters. 
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Figure 3. Illustration of results based on modality effect before and after target adjective in 

Experiments 1 and 2 at alpha band activity (8 – 12 Hz); (A) Spatial distribution of AV-AO 

difference power over each significant time window. Asterisks denote significant clusters of 

electrodes and N.S. signals if an effect of modality was not statistically significant; (B) Power 

spectral density at B13 electrode over each experimental condition from -1 s to 1 s after the 

onset of target adjective. B13 electrode belonged to significant clusters of electrodes and was 

located over right centroparietal sites. Target adjective started at 0 s. Grey bars denote period 

of significant clusters. AO-EG: Auditory-only modality and Expected gender; AO-UG: 

Auditory-only modality and Unexpected gender; AV-EG: Audiovisual modality and Expected 

gender; AV-UG: Audiovisual modality and Unexpected gender. 

 

Figure 4. Illustration of results based on modality effect before and after target adjective in 

Experiments 1 and 2 at beta band activity (16 – 20 Hz); (A) Spatial distribution of AV-AO 

difference power over each significant time window. Asterisks denote significant clusters of 

electrodes and N.S. signals if an effect of modality was not statistically significant; (B) Power 

spectral density at B13 electrode over each experimental condition from -1 s to 1 s after the 

onset of target adjective. B13 electrode belonged to significant clusters of electrodes and was 

located over right centroparietal sites. Target adjective started at 0 s. Grey bars denote period 

of significant clusters. AO-EG: Auditory-only modality and Expected gender; AO-UG: 

Auditory-only modality and Unexpected gender; AV-EG: Audiovisual modality and Expected 

gender; AV-UG: Audiovisual modality and Unexpected gender. 
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Figure 5. Illustration of results based on modality effect before and after target adjective in 

Experiments 1 and 2 at gamma band activity (25 – 40 Hz); (A) Spatial distribution of AV-AO 

difference power over each significant time window. Asterisks denote significant clusters of 

electrodes and N.S. signals if an effect of modality was not statistically significant; (B) Power 

spectral density at B13 electrode over each experimental condition from -1 s to 1 s after the 

onset of target adjective. B13 electrode belonged to significant clusters of electrodes and was 

located over right centroparietal sites. Target adjective started at 0 s. Grey bars denote period 

of significant clusters. AO-EG: Auditory-only modality and Expected gender; AO-UG: 

Auditory-only modality and Unexpected gender; AV-EG: Audiovisual modality and Expected 

gender; AV-UG: Audiovisual modality and Unexpected gender. 

Supplementary material. Diagram illustrating how the power of TFRs related to the adjective 

onset epochs was computed. A sentence example of 3s duration was shown with the baseline 

period (labelling baseline TFR) which occurred between -0.50 and -0.20 s relatively to sentence 

onset. 
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