
HAL Id: hal-03904536
https://hal.univ-lille.fr/hal-03904536

Submitted on 7 Jan 2023

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

The Sabancı University Dynamic Face Database
(SUDFace): Development and validation of an

audiovisual stimulus set of recited and free speeches
with neutral facial expressions

Yağmur Damla Şentürk, Ebru Ecem Tavacioglu, İlker Duymaz, Bilge Sayim,
Nihan Alp

To cite this version:
Yağmur Damla Şentürk, Ebru Ecem Tavacioglu, İlker Duymaz, Bilge Sayim, Nihan Alp. The Sabancı
University Dynamic Face Database (SUDFace): Development and validation of an audiovisual stimulus
set of recited and free speeches with neutral facial expressions. Behavior Research Methods, 2023, 55,
p.3078-3099. �10.3758/s13428-022-01951-z�. �hal-03904536�

https://hal.univ-lille.fr/hal-03904536
https://hal.archives-ouvertes.fr


Sabancı University Dynamic Face Database 
 

1 

 

Title: The Sabancı University Dynamic Face Database (SUDFace): Development and validation 

of an audiovisual stimulus set of recited and free speeches with neutral facial expressions  

 

Author Names and Affiliations: Yağmur Damla Şentürk1, Ebru Ecem Tavacioglu1, İlker 

Duymaz1, Bilge Sayim2,3, Nihan Alp1 

1Psychology, Sabancı University, Istanbul, Turkey 

2SCALab - Sciences Cognitives et Sciences Affectives, Université de Lille, CNRS 

3Institute of Psychology, University of Bern, Fabrikstrasse 8, 3012 Bern, Switzerland. 

Corresponding author: Nihan Alp 

Address: Sabancı University, Orta Mahalle, 34956 Tuzla, İstanbul, Türkiye 

Phone number: +90 (216) 483 3184 

e-mail: nihan.alp@sabanciuniv.edu 

 
 

 
 

  



Sabancı University Dynamic Face Database 
 

2 

 

Abstract 

Faces convey a wide range of information, including one’s identity, emotional, and mental states. 

Face perception is a major research topic in many research fields, such as cognitive science, 

social psychology, and neuroscience. Frequently, stimuli are selected from a range of available 

face databases. However, even though faces are highly dynamic, most databases consist of static 

face stimuli. Here, we introduce the Sabancı University Dynamic Face (SUDFace) database. The 

SUDFace database consists of 150 high-resolution audiovisual videos acquired in a controlled 

lab environment and stored with a resolution of 1920 x 1080 pixels at a frame rate of 60Hz. The 

multimodal database consists of three videos of each human model in frontal view in three 

different conditions: vocalizing two scripted texts (conditions 1 and 2) and one free speech 

(condition 3). The main focus of the SUDFace database is to provide a large set of dynamic faces 

with neutral facial expressions and natural speech articulation. Variables such as face orientation, 

illumination, and accessories (e.g., piercings, earrings, facial hair, etc.) were kept constant across 

all stimuli. We provide detailed stimulus information, including facial features (e.g., pixel-wise 

calculations of face length, eye width, etc.) and speeches (e.g., duration of speech and 

repetitions). In two validation experiments, a total number of 227 participants rated each video 

on several psychological dimensions (e.g., neutralness and naturalness of expressions, valence, 

and the perceived mental states of the models) using Likert scales. The database is freely 

accessible for research purposes. 

 
Keywords: face database, dynamic face, neutral face, natural face, face recognition, speech 
recognition 
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Faces are highly important visual stimuli that provide a broad range of signals. Facial 

information enables us to recognize the identity, sex, emotion, and other mental states of people 

we are interacting with (Palermo & Rhodes, 2007), often in an automatic and rapid fashion 

(Batty & Taylor, 2003; Öhman, 1997). It facilitates the formation and maintenance of social 

relationships and enables successful communication in social environments. Hence, facial 

expressions, including neutral expressions, have emotional and social significance (Carrera-

Levillain & Fernandez-Dols, 1994). Not least due to this prominent role of faces and facial 

expressions in human interactions, they have become a major research topic in various 

disciplines, such as psychology, cognitive neuroscience, and computer science. In studies in 

developmental psychology, for instance, it was found that the preferential looking at faces starts 

early in infancy (Mondloch et al., 1999; Otsuka, 2014). For example, the general preference - 

already of newborns - to look at faces and face-like stimuli (Frank et al., 2009) has been shown 

to depend on face orientation, with a clear preference for the upright orientation (Mondloch et 

al., 1999). Furthermore, many neuroimaging studies revealed distinct brain regions that respond 

to faces, such as the fusiform face area (Kanwisher et al., 1997), lateral fusiform gyrus, and 

superior temporal sulcus (Haxby et al., 2000), which have been shown to develop with age 

(Golarai et al., 2007). In these studies, the face stimuli are usually obtained from the internet or 

freely available face databases. If available sources are not satisfactory, researchers generate 

their own stimulus sets based on their needs. To address the needs of the research community on 

face perception, a wide variety of face databases should be available. Indeed, in the last few 

decades, a considerable amount of face databases with different features (e.g., stimulus type; 

Livingstone & Russo, 2018, Ma et al., 2015, demographics; Tottenham et al., 2009; stimulus 

number, frame rate; Jobanputra et al. 2018; Yin et al., 2008), in different settings (e.g., natural; 
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Grgic et al., 2011, or lab environment; Gur et al., 2002) and technical characteristics (e.g., face 

angle variations; Moreno & Sánchez, 2004; for a review see, Krumhuber et al., 2017) have been 

published. 

Existing Databases 

An extensive number of face databases, with widely varying stimuli, exist in the 

literature. One of the main divisions of existing face databases is that the faces are either static 

(pictures) or dynamic (videos). The stimulus sets are generated by different methods, including 

taking images from online platforms (e.g., the VIP Attribute dataset: Dantcheva et al., 2018; 

Labeled Faces in the Wild: Huang et al., 2008; FaceScrub Database: Ng & Winkler, 2014), by 

capturing images in a laboratory (e.g., PUT face database: Kasinski et al., 2008; FERET 

Database: Phillips et al., 2000) or by capturing them in uncontrolled settings (e.g., FIA database: 

Goh et al., 2005; SCface: Grgic et al., 2011; for an extensive list of face databases see 

https://www.face-rec.org/databases/). These databases include a great number of variations in 

terms of stimulus properties, such as facial expressions (e.g., emotions or complex mental states), 

posing (e.g., frontal view or different angles of the face), illumination, image quality, model 

characteristics (e.g., age, ethnicity, language, human or computer-generated faces) and other 

factors.  

Most of the published databases include a variety of facial expressions. The most 

common facial expressions portrayed in such databases are the six basic emotions: happiness, 

sadness, surprise, fear, anger, disgust (Cao et al., 2014; Ekman et al., 1987; Ekman & Friesen, 

1971; Livingstone & Russo, 2018; Ma et al., 2015; Martin et al., 2006; Vaiman et al., 2017). 

Databases including complex mental states (e.g., shame: Beaupré et al., 2000; Kaulard et al., 

2012; contemptuousness: Langner et al., 2010; playfulness: Schmidtmann et al., 2020; calmness: 
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Tottenham et al., 2009) have also been developed to complement previous databases that 

represented only a small part of the entire spectrum of emotions.  

Interestingly, if neutral facial expressions are included, they represent - despite their 

ubiquity in daily life and human interactions - only a small subset of the faces in (static as well as 

dynamic) databases (Chen & Yen, 2007; Ebner et al., 2010; Garrido et al., 2017; Ma et al., 2015; 

O’Reilly et al., 2016; Tottenham et al., 2009).   

Studies Using Dynamic Faces  

The majority of previous studies examined face perception using static stimuli. However, 

faces are highly dynamic visual stimuli, conveying important information through their 

dynamics. Therefore, the ecological validity of static stimuli has been questioned (Ferreira-

Santos, 2015; Wehrle et al., 2000). One of the main criticisms is that meaningful information is 

conveyed by the face dynamics (Jack & Schyns, 2015). For instance, extracting cues about the 

emotional state (Bassili, 1978), and the intentions of a person (Nummenmaa & Calder, 2009), as 

well as understanding speech (Munhall et al., 2004), is often based on the dynamic information 

of the face. Many studies showed that - compared to static stimuli - dynamic stimuli lead to more 

accurate expression recognition (Calvo et al., 2016; Cunningham & Wallraven, 2009; Trautmann 

et al., 2009; Wallraven et al., 2008), improve speech comprehension (Rosenblum et al., 1996, 

2002), as well as sex (Hill & Johnston, 2001) and identity recognition (Christie & Bruce, 1998). 

Previous studies also suggested that dynamic information enhances the recognition of ambiguous 

facial expressions (Cunningham & Wallraven, 2009), the differentiation between posed and 

spontaneous expressions (Krumhuber et al., 2017), and how realistic an expression appears 

(Biele & Grabowska, 2006). Dynamic information seems to provide a strong set of visual cues, 

which enhance visual processing (Grainger et al., 2017). Moreover, neuroimaging studies 
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revealed that brain activations differ across static and dynamic stimuli. For instance, Pitcher and 

colleagues (2011) showed that the right posterior superior temporal sulcus was more active 

during the perception of dynamic faces compared to static ones.  

Because dynamic faces have many advantages compared to static faces, there has been an 

increased interest in generating dynamic face databases (Battocchi et al., 2005; Busso et al., 

2008; Livingstone & Russo, 2018; McCool et al., 2012; Navas et al., 2004; O’Reilly et al., 2016; 

Pigeon & Vandendorpe, 1997; Zhalehpour et al., 2017). To obtain facial dynamics, often 

emotional expressions or speech articulation have been used. Table 1 shows commonly used 

audiovisual face databases published between 2000 and 2020 that meet the following criteria: 

databases which (a) are publicly accessible, (b) are digital recordings, (c) include multimodal 

(audiovisual, including speech articulation) stimuli, (d) use real human models, and (e) show 

individual portrayals (i.e., video shooting of single models). As shown in Table 1, in all of these 

databases, the dynamics are obtained by speech articulation by models in different emotional 

states (e.g., interested, worried, happy, joyful, etc.). Similar to other existing databases 

mentioned above (for a comprehensive list of face databases see: https://www.face-

rec.org/databases/), neutral expressions are included only as a small subset within the dynamic 

face databases. Moreover, most of the dynamic face databases, which include neutral expressions 

as a subset either contain clips of very short durations (IEMOCAP: 4.2 - 4.6 seconds; Busso et 

al., 2008; GEMEP: mean duration of 2.29 seconds; Bänziger et al., 2012; MPI: mean duration of 

4.31; Kaulard et al., 2012; Moving Faces and People Database: mean duration of 6.03 seconds;  

O’Toole et al., 2005) or very few models (e.g., DaFEx: 8 models, Battocchi et al., 2005; The EU 

Emotion Stimulus Set: 19 models, O’Reilly et al., 2016; SAVE Database: 20 models, Garrido et 

al., 2017). Here, we complement the existing databases with a new database containing a large 
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set of long clips (60 seconds) of dynamic, neutral expressions by 50 models, which will be useful 

for a wide range of applications.  

Table 1  

Summary of Audiovisual Face Databases in the Literature  

  

Name of the 
database 

Number 
of 

models 

Number 
of  

stimuli 

Duration 
of  

stimuli Type of speech Expression elicited Ethnicity Language 

SUDFace 50 150  60 seconds 
Two recited and 
one free speech Neutral Turkish Turkish 

GEMEP 
(Bänziger et al., 

2012)  10 1260 

2.29 
seconds 

(average) 
Two standardized 

sentences 

Joy, amusement, pride, pleasure, 
relief, interest, admiration, 

tenderness, surprise, rage, panic 
fear, despair, irritation, anxiety, 
sadness, disgust, contempt, and 

shame not stated French 

The EU-Emotion 
Stimulus Set 

(O’Reilly et al., 
2016) 19 418 

 2–52 
seconds 

Scripted 
scenarios 

(independent of 
the video 
footage) 

 

Anger, disgust, afraid, happiness, 
sadness, surprise, ashamed, 

bored, disappointed, excited, 
hurt, interested, joking, jealous,, 
kind, proud, sneaky, frustrated, 
unfriendly, worried, and neutral 

Mainly 
Caucasian, 

African 
American 

English, 
Swedish, 
Hebrew 

RAVDESS 
(Livingston & 
Rosso, 2018) 24 7356 

1 sentence 
long  

Lexically 
matched speech 

and song 

Calm, angry, fearful, sad, 
happy, disgust,surprise and 

neutral  

Mostly 
Caucasian, 

East-Asian and 
Black-Canadian  English 

IEMOCAP 
(Busso et al., 

2008) 10 not stated 
4.3-4.6 
seconds 

scripted and 
spontaneous 

speech 
Happy, sad, anger, frustration, 

and neutral not stated English 

DaFEx  
(Battocchi et al., 

2005) 8  1008  
4-27 

seconds 

Scripted 
sentences 
(utterance 
condition) 

Includes no-
utterance 

condition too 

Happiness, surprise, fear, 
sadness, anger, disgust, and 

neutral expression not stated  Italian 

MPI Facial 
Expression 

(Kaulard et al., 
2012) 19 20.000 

4.31 
seconds 

(average)  

Scripted 
sentences 

(independent of 
the video 
footage) 56 different expressions not stated German 

Audiovisual 
Database of 
Emotional 
Speech in 1 

665 items 
(not 

related to 
emotion), 

1 hour and 
35 minutes 

in total  Acted speech 
sadness, happiness, anger, 
fear, surprise and disgust not stated Basque 
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Basque  
(Navas et al., 

2004) 

450 items 
(related to 
emotion) 

BAUM-1 
(Zhalehpour et 

al., 2017) 31 1222 

4.07 
seconds 

(average) 

Acted and 
Spontaneous 

speech 

Happiness, sadness, fear, 
anger, disgust, confusion, 

boredom, interest Turkish Turkish 
 

Importance and Applications of Audiovisual Dynamic Neutral Face Databases 

Developing a face database with neutral expressions is important as neutralness (or non-

emotive states) of faces is frequently encountered in daily life. “Neutral facial expressions”, 

defined as expressions that do not show any emotion, have been suggested to occur when faces 

display no facial muscle contractions (Tian & Bolle, 2003). Importantly, neutralness has been 

considered a distinct category similar to the six distinct basic emotions (Etcoff & Magee, 1992; 

Matsumoto, 1983). The categorical distinction of neutral from other emotions is supported by 

studies, which showed that people perceive categorical boundaries between emotions and non-

emotive (neutral) expressions (Etcoff & Magee, 1992; Matsumoto, 1983). Hence, it was 

suggested that neutral faces are perceived not as faces that contain low degrees of emotionality, 

but instead as categorically different from all other emotions (Etcoff & Magee, 1992). On the 

other hand, it has been reported that six basic emotions can be perceived in neutral faces (Albohn 

& Adams, 2021). One possible explanation might be related to individuals having different 

temperaments, defined as “the constellation of inborn traits that determine a child’s unique 

behavioral style and the way he or she experiences and reacts to the world” (Kristal, 2005), 

which may affect their neutral facial expressions. For instance, an individual who has a positive 

temperament may have a “neutral” face, which might be perceived more positively compared to 

individuals with negative temperaments. In dynamic situations, this might be because the face 
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muscles, even when individuals are in non-emotive states, yield subtle, unintentional movements 

(Albohn & Adams, 2021). Following Ekman and Friesen (1978), here, we define a (dynamic) 

neutral face as a face with limited muscle contraction which does not lead to intense facial 

expression (neither positive nor negative). In contrast to static faces, neutralness in dynamic 

faces cannot be defined as faces “without any muscle contractions” since the dynamics are due to 

muscle contractions.  

Facial characteristics, such as facial maturity and attractiveness (Zebrowitz, 1997), both 

of which can be extracted from neutral faces, are crucial sources when forming impressions 

about others. In order to study such facial characteristics without the confounding effect of 

emotional expressions, faces with neutral expressions have frequently been used (e.g., Carré et 

al., 2009; Hess et al., 2000; Marsh et al., 2005; Said et al., 2009). For instance, presenting neutral 

facial expressions, it was shown that facial characteristics that resembled expressions of 

happiness were rated as more trustworthy than faces without these characteristics (Jaeger & 

Jones, 2021). The perception of neutral faces also depends on group membership (Dotsch et al., 

2012; Todorov et al., 2015; Zebrowitz et al., 2010). Research on race differences showed that 

neutral facial expressions of Caucasians resembled angry faces more strongly compared to other 

races (Blacks and Koreans; Zebrowitz et al., 2010). Also, it has been shown that stereotypical 

sex differences influence the perception of neutral faces: neutral male faces were perceived as 

angrier than neutral female faces, and neutral female faces were perceived as more surprised 

(Becker et al., 2007; Zebrowitz et al., 2010), cooperative, joyful, and less angry than male faces 

(Adams et al., 2012; Hareli et al., 2009; MacNamara et al., 2009). Moreover, neutral facial 

expressions were also used as ambiguous social stimuli in normal and clinical samples when 

investigating social perception (Cooney et al., 2006; Yoon & Zinbarg, 2007). It has been shown 
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that in some clinical samples, neutral faces were perceived as threatening (i.e., social anxiety; 

Yoon & Zinbarg, 2007). Taken together, many studies investigated face perception using neutral 

facial expressions; however, as outlined below, there is a lack of available stimuli with neutral 

facial expressions. 

Neutral faces are usually included only as a subset of face databases. As a consequence, 

the aforementioned studies mostly used different databases for their neutral face stimuli. For 

instance, while MacNamara et al. (2009) used face images from a single database (i.e., 

International Affective Picture System; Lang et al., 2005), Zebrowitz et al. (2010) and Adams et 

al. (2012) combined face stimuli from various databases which included small subsets of neutral 

faces (e.g., Pictures of Facial Affect; Ekman & Friesen, 1976, the Montreal Set of Facial 

Displays; Beaupré et al., 2000, the AR face database; Martinez & Benavente, 1998). Another 

approach was to generate a new database consisting of desired facial expressions (Hareli et al., 

2009). All the stimuli in these studies consisted of static neutral faces.   

To develop dynamic face databases various methods and techniques have been used. 

Most dynamic face databases are developed in a single modality (i.e., visual). For instance, the 

Amsterdam Dynamic Facial Expression Set (van der Schalk et al., 2011), the SAVE database 

(Garrido et al., 2017), BU-4DFE (Yin et al., 2008), and the Extended Cohn-Kanade Dataset 

(Lucey et al., 2010) are some of the databases in which the dynamic information is introduced by 

emotional facial expressions (e.g. pulling the lips upward for a smile). These face databases are 

often used to investigate how different emotional facial expressions are perceived (Abdulsalam 

et al. 2019; Esins et al., 2016; Wu & Lin, 2018). To develop naturalistic face databases, another 

modality (i.e., auditory through speech articulation) was introduced to elicit typical face 

dynamics. Thus, these face databases mostly include a combination of emotional facial 
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expressions and speech articulation (e.g., MOBIO: McCool et al., 2012; RAVDESS: Livingstone 

& Russo, 2018; see Table 1 for the detailed list), and were often used to generate computational 

models of facial movements of emotional expressions (e.g., Adams et al., 2015; Fridenson-Hayo 

et al., 2016; Issa et al., 2020; Kaulard et. al, 2012; Sagha et al., 2016) and to investigate the 

neural correlates of distinct aspects of temporal sequences (such as increasing or decreasing and 

natural versus artificial emotions) during dynamic face perception (Reinl & Bartels, 2014).  

The Current Study 

In the current study, we developed and validated a neutral and natural multimodal 

dynamic face database. The Sabancı University Dynamic Face (SUDFace) database provides a 

standardized set of multimodal (audiovisual) stimuli of dynamic human faces with speech 

articulation. This database, freely accessible for research purposes, includes dynamic neutral 

(and natural) facial expressions captured from 50 models articulating three different speeches. 

Two of the speeches were scripted texts with sections from the Turkish National Anthem (Ersoy, 

1921), and Atatürk’s Address to the Turkish Youth (Atatürk, 1927).  The final speech was on a  

topic of each model’s choice (we will refer to it as Free Speech hereafter). We recorded videos 

with a duration of 60 seconds for each speech. Additionally, the current study provides detailed 

information of physical properties of the faces (e.g. pixel-wise calculations of the face and nose 

lengths, eye width, etc.) and speeches (e.g., duration of speech and repetitions), as well as the 

detailed script of the articulated speeches (for detailed information visit the link provided for the 

open science framework (OSF) in the Availability of data and materials section, also see “Video 

Transcriptions” folder in OSF). The psychological dimensions of perceived neutralness, 

naturalness, valence, and the mental states of the models were quantified in a validation 



Sabancı University Dynamic Face Database 
 

12 

 

experiment with 227 participants who judged videos of the three speech types of the 50 models 

on these dimensions.  

As mentioned earlier, only a small subset of the existing dynamic face databases contain 

neutral expressions. Considering the crucial role of neutral facial expressions in daily life, it is 

surprising that researchers only recently started to systematically investigate their perceptions  

(Jaeger & Jones, 2021). However, current dynamic face databases do not include systematically 

developed large-scale stimulus sets for neutral expressions. The SUDFace database addresses 

this lack of suitable stimuli, providing a large set of dynamic neutral faces. One of the key 

features of the SUDFace database is that all stimuli are neutral facial expressions with minimal 

variations in the stimulus set. To ensure minimal variation in regard to emotional cues, all 

recordings that included emotional cues such as emotional movements of the mouth, the eyes, or 

other facial areas were excluded from the database. Similarly, all facial accessories, including 

glasses, necklaces, earrings, make-up, and beards were excluded from the database by instructing 

the models before the recordings to provide minimal physical variations. The background, 

illumination, and camera angle settings were identical for each recording. We report detailed 

stimulus information such as the objective measures of facial features (see “Facial Features and 

Measurements.xlsx” file in the OSF directory, under the “Dataset” folder) and speech 

articulations (see “Video Transcriptions” folder for detailed scripts of each model in the OSF 

directory).  

Existing face databases usually consist of a wide range of static emotional expressions. 

Therefore, to validate facial expressions most studies mainly used emotion identification 

questions with multiple-choice options for stimuli (e.g., “happy”, “sad”, “neutral” etc.; Chung et 

al., 2019; Dalrymple et al., 2013; Ebner et al., 2010; Livingstone & Russo, 2018; O’Reilly et al., 
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2016; Tottenham et al., 2009) as most databases contain many different emotional expressions. 

However, in the Chicago face database’s validation experiment, only the stimuli with neutral 

faces were validated based on participants’ ratings on several psychological dimensions (e.g., 

threatening, attractive, trustworthy, etc.) using a 1-7 Likert scale. Similarly, an increasing 

number of validation experiments obtained normative ratings of each face stimulus and asked 

participants to judge certain dimensions of expressions (e.g., valence, arousal, intensity) or other 

facial features (e.g., age, attractiveness, babyfaceness, ethnicity; Garrido et al., 2017; Langner et 

al., 2010; Ma et al., 2015; O’Reilly et al., 2016; van der Schalk et al., 2011). Here we employ a 

similar Likert scale.  

In the current study, all the models were required to maintain a neutral facial expression 

throughout the recording while they were articulating the speeches. Hence, instead of broad 

categorization questions, we designed a validation procedure similar to the Chicago face 

database (Ma et al., 2015) using a Likert scale. The stimuli of SUDFace were evaluated in terms 

of neutralness, naturalness, and the valence of the facial expression, as well as the perceived 

mental state (proud, confused, bored, relaxed, concentrated, thinking, and stressed) of the 

models. First, we investigated whether the perceived neutralness and naturalness of models 

changed across different speeches (recited speeches: The Turkish National Anthem, Atatürk’s 

Address to the Turkish Youth, and Free Speech). We expected that Free Speech would have 

increased naturalness compared to the recited speeches, as reciting a speech from memory may 

require higher levels of concentration which is expected to be associated with participants’ 

perception (i.e., higher levels of concentration) that may decrease the perceived naturalness. 

Overall valence ratings were expected to be zero (i.e. neutral). To investigate the consistency of 

the (neutral) facial expressions throughout each video we evaluated whether the neutralness and 
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naturalness of the models remained constant. In particular, we selected three 4-seconds clips 

from each 60 seconds long video: beginning (7-11 seconds), middle (28-32 seconds), and end 

(56-60 seconds). Each segment was evaluated in regard to its neutralness, naturalness, the 

valence of the facial expression, and the perceived mental state by a different group of 

participants. 

Development of the SUDFace Database  

Methods I 

Models 

A total of 70 adults were recruited for the database development. All models were 

Turkish and Sabancı University students. None of the models were professional performers. 

Recordings of 14 models were excluded due to technical problems and six models were excluded 

as they wore make-up. After the post-recording eliminations, the database includes recordings of 

50 individuals (25 females, 25 males; age range: 19 to 25; M: 22.34; SD: 1.57). All models 

articulated three different speeches during the recording session. All models were asked before 

the scheduled recording session to memorize the aforementioned two texts (the Turkish National 

Anthem (Ersoy, 1921); Atatürk’s Address to the Turkish Youth (Atatürk, 1927)), and to be 

prepared to freely talk for 60 seconds. Models were asked to maintain their neutral facial 

expressions during all recordings. After each of the speeches, a short break was given. 

The study was approved by the Sabancı University’s ethics committee (SUREC; No. 

FASS 2018-61). The majority of the models were recruited through the Sabancı University 

Recruiting System (SONA) and received course credit for their participation. One model was 

recruited through online announcements. Models were informed that they could quit the video 

shooting at any time. All models agreed that their videos could be used for non-commercial 
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research purposes. Models gave written consent for participation and online distribution of the 

database.  

Stimuli 

The SUDFace database contains 150 audiovisual stimuli, consisting of different speech 

articulations with neutral facial expressions, recorded from 50 models. Speech types consist of 

two recited and one free speech. Specifically, all models articulated the three different speeches 

in three different videos as follows: (1) recited speech 1: scripted text which contains the first 

two verses of the Turkish National Anthem (Ersoy, 1921), (2) recited speech 2: scripted text 

which contains the first five sentences of Atatürk’s Address to the Turkish Youth (Atatürk, 

1927), and (3) Free Speech: models were asked to talk about a topic of their choice. Importantly, 

all speeches were articulated with a neutral face. This was accomplished by specifically 

instructing models to maintain a neutral facial expression throughout each speech. The National 

Anthem and Atatürk’s Address to the Turkish Youth were chosen as scripted texts because most 

Turkish people are familiar with these texts, making it more convenient to memorize them. The 

two recited speeches included repetitions of certain parts of the texts (see below).  

The language of all videos in the database is Turkish. There are 150 videos in total, with 

the three speech types by each of the 50 individual models. All videos are 60 seconds long and 

recorded with 60 frames per second in MP4 format and 1080p resolution. The illumination, 

background, outfit of the model (white T-Shirt), and camera angle were kept constant (Figure 1). 
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Figure 1 

Example Stimulus of the SUDFace Database

 

Note. Single frame examples of three different participants were taken from the videos.  

 

The scripted texts were the same for all models. Due to the long video duration (60 

seconds), models were instructed to repeat the scripted text from the beginning if they had 

finished before the entire 60 seconds of recording time. Therefore, even though all videos of the 

Turkish National Anthem (and the Address to the Turkish Youth) started with the same opening 

sentence, they ended with different sentences depending on the model’s articulation speed. To 

describe the speech properties of the scripted texts, we calculated the articulation duration per 

cycle separately for each text. In particular, one cycle contains the complete first two verses of 

the National Anthem and five complete sentences of Atatürk’s Address to the Turkish Youth. 

The mean articulation durations per cycle can be found in Supplementary Material 1. Free 

Speech was not included in this analysis as it did not require repetition. We also provide texts of 

all the speeches as supplementary documents through OSF, under the “Video Transcriptions” 

folder (please see the OSF link in the Availability of data and materials section).  

Recording Setup  

For the video recordings, we used a Canon 6D Mark II camera with a Canon 24-105mm 

macro 0.45m/1.5ft lens. The focal length of the lens was kept at 95 mm for all recordings. The 
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angle of view was kept constant at 13.2° x 9.6° x 16.3° in horizontal, vertical, and diagonal 

dimensions, respectively (for 35 mm sensor format for videos, also known as a full-frame). The 

camera was placed on a Manfrotto 290 Xtra tripod. As a background, a green curtain was used. 

The camera was placed at a distance of 1.55 meters from the models and zoomed-in according to 

the standardized grid requirements (see the Recording Process section for further details). The 

head and upper shoulders of the models, and the green background were visible in the display 

(Figure 2). Fluorescent light was used to illuminate the scene from above. The illumination level 

of the room was 260 lux, measured with a Sekonic L-608CINE Light Meter. All these properties 

were kept constant for each video recording. 

 

Figure 2 

Example of a model’s position 

 

Note. The head of the model was positioned in the central four squares so that the central 

horizontal line of the grid was at eye level, and the central vertical line was aligned with the 

midline of the face.      
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Recording Process 

The SU students (models) were informed about the recordings and details about the 

procedure through email or face-to-face communication. Before coming to the recording session, 

all models were asked to memorize the scripted texts they received at least a day before the 

recordings. The order of the speech articulation was (1) National Anthem, (2) Speech to Youth 

(from now on this is how we refer to Atatürk’s Address to the Turkish Youth), and (3) Free 

Speech, respectively. However, if a participant could not complete a particular speech for any 

reason, we moved to the next speech and repeated the missing one(s) at the end of the session. 

Crucially, to reduce contextual variance, all models were required to tie their hair, wear a basic 

white T-shirt and take off all face accessories (e.g., earrings, piercings, headband, makeup, 

beards).  

Models were asked to stand as still as possible during the recordings to minimize head 

movements. To control the head position, we located the model’s faces in the center of a 4 ⨉ 6 

camera grid (Figure 2). Two research assistants were involved in the recording sessions to ensure 

the accurate localization of the head and monitor the neutral emotional expressions during the 

recordings. The EOS Utility software (by Canon) enabled us to monitor the models’ movements 

during the recordings. When a research assistant detected that a model displayed an emotional 

expression or moved her/his head outside the central four squares while recording, the video was 

re-recorded. If a video still did not satisfy the criteria, it was excluded from the database during 

post-production. The aforementioned settings were identical for each recording session to 

eliminate any distinguishable emotional variations of the face or environment.  
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Objective Measures of Facial Features 

We measured the physical features of the faces in the database. This enabled us to 

analyze the variations in the physical characteristics of our stimuli. In particular, we measured 

the pixel-wise differences of the face length, nose length, nose width, nose shape, forehead 

length, chin-length, chin size, eye height, eye width, eye shape, eye size, and face width at mouth 

distance, and face roundness. We followed the formulations provided in the Chicago face 

database (Ma et al., 2015), making our results directly comparable to the Chicago face database. 

Table 2 describes a list of formulas for the computed measurements. To make the measurements, 

the two research assistants followed the illustration in Figure 3, and the guidelines in Table 2, 

and made the measurements independent from each other. Later, the inter-rater reliability of the 

facial features was computed (see section: Analyses of the Objective Measures of Facial 

Features). 

Figure 3 

Facial Measurements Guide 

 

Note. The calculation of each measure can be found in Table 2.  



Sabancı University Dynamic Face Database 
 

20 

 

Table 2  

Measurements of Facial Features 

Facial feature Measurement 

Face length Distance between bottom of chin to the edge of the top of 
forehead/hairline  

Nose length Distance between nose tip and the upper edge of eyes at nose tip 
center  

Nose width Distance between the outside edge of the nose at widest point  

Nose shape (Nose width) ÷ (Nose length) 

Forehead length Distance from center of the top of forehead/hairline to the center 
between the eyes at pupils  

Chin length Distance from bottom edge of lips to base of chin  

Chin size (Chin length) ÷ (Face length)    

Eye height Distance between upper and lower inner eyelid at pupil center (right 
and left measured separately and averaged) 

Eye width Distance between inner and outer corner of eye (right and left 
measured separately and averaged) 

Eye shape (Eye height) ÷ (Eye width) 

Eye size (Eye height) ÷ (Face length) 

Face width at 
mouth distance 

Distance between outer edges of cheeks at mid-mouth  

Face roundness (Face width at mouth) ÷ (Face length)  

Note. All (definitions of) features are taken from the Chicago face database (Ma et al., 2015), and 

this table is adjusted accordingly.  
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Validation of the SUDFace Database  

All of the recordings were completed without significant head movements. However, 

there was some minor variation in facial expressions. To provide further detailed information 

about stimulus properties, and to quantitatively validate neutral facial expressions, two validation 

experiments were conducted. Participants (Raters) evaluated all 150 videos of the SUDFace 

database (recordings of the 50 models for the three speeches; National Anthem, Speech to Youth, 

and Free Speech), in regard to facial neutralness, naturalness, and perceived valence using a 

Likert scale. Additionally, each stimulus was evaluated in regard to seven perceived mental 

states of the models: proud, confused, bored, relaxed, concentrated, thinking, and stressed, 

following the BAUM-1 (Zhalehpour et al., 2017). Importantly, we included “proud” as the 

scripted texts could be related to (national) pride, and speech recognition may affect the 

perceived mental state. This set of seven mental states did not include any extreme or complex 

mental states, such as aggression or panic, as they were not expected to describe our neutral (or 

very close to neutral) facial expressions in any sensible way. “Neutral” was not included among 

the mental states to choose from as this would have potentially led to a strong “neutral” bias, 

leading participants to choose almost exclusively “neutral” as any other emotions were barely 

visible. By using the seven mental states, we also increased the probability of participants 

detecting minor emotional variations. Previous validation studies made extensive use of Likert 

scales when evaluating the stimuli on different psychological dimensions (Garrido et al., 2017; 

Langner et al., 2010; Ma et al., 2015; McEwan et al., 2014; O’Reilly et al., 2016), and testing the 

recognition of mental states by forced-choice paradigms (Schmidtmann et al., 2020). We adopted 

similar quantitative methodologies when gathering norming data about the SUDFace.  
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We ran two different validation experiments. In the first experiment, the participants 

evaluated each video’s 4-seconds segment between the 7th and 11th second. This particular 

range was chosen to minimize the possibility of participants understanding the speech content 

through lip reading. In the second validation experiment, we extracted three 4-seconds segments 

from each video, taken from the beginning (seconds 7-11), middle (seconds 28-32), and end of 

the videos (seconds 56-60). In a between-subjects design, we presented videos from one of the 

three time segments and asked participants to evaluate each video. The set of questions was kept 

the same as in the first experiment. This allowed us to test to what extent the expressions 

remained constant throughout the video recordings. 

Methods II 

Participants (Raters) 

 A total number of 227 raters has been recruited online for the validation experiment (75 

males, and 152 females; between 18 and 29 years of age (M = 21.51, SD = 1.56)). 53 raters were 

excluded because they did not meet one of the inclusion criteria (see procedure section). Hence, 

neutralness and naturalness responses of 174 raters (62 males, and 112 females; between 18 and 

29 years of age (M = 21.61, SD = 1.72)) were used. The majority of the raters were Turkish 

speakers (N = 150; 86.2%), followed by Urdu (N = 7; 4.0%), Arabic (N = 4; 2.3%), and other 

languages (N = 13; 7.5%), including Russian, Azerbaijani, German, Spanish, Italian, Moroccan. 

Among the 24 non-Turkish speakers, 5 (23.5%) did not speak or understand Turkish, and 19 

(76.5%) spoke and understood Turkish at different levels. Their level of understanding was as 

follows: 9 (47.4%) beginner, 4 (21.1%) elementary, 2 (10.5%) intermediate, 2 (10.5%) advanced, 

2 (10.5%) proficient.  
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In Validation Experiment 1, 84 participants rated the beginning segments (7th to 11th 

second) of each video. In Validation Experiment 2, two groups of participants rated the middle 

(28th to 32nd second; N = 42), and end segments (56th to 60th second; N = 48). Due to the 

unequal sample sizes between time segments, we subsampled the larger groups by choosing 

random participants to equalize all groups when an analysis required comparing data from 

different time segments.  

The validation experiment was approved by the Sabancı University’s ethics committee 

(SUREC; No. FASS 2020-58). The majority of the raters were Sabancı University students, 

recruited via the SONA system, and gained course credit in return. Other raters were recruited by 

online announcements. Raters gave online informed consent to proceed with the experiment.  

Procedure 

Each of the 150 audiovisual stimuli in the database was evaluated in terms of the 

perceived level of neutralness, naturalness, valence, and mental states. The experiment was 

conducted online using Qualtrics Software (Qualtrics, Provo, UT).  

 All the necessary information about the experimental procedure was explained on the 

first page. To ensure that we recruited unique raters, they were required to generate a custom ID 

at the beginning of every experiment. This consists of (1) the first two letters of their name, (2) 

the first two letters of their mother’s name, (3) the last four digits of their phone number, (4) the 

date (XX) and month (XX) of their birthday. For instance, “zaey10210311” would be an 

example of a custom ID (note that the given example is not taken from the experiment’s ID list 

but randomly generated for clarification).  

In the validation experiment, in each trial, a randomly chosen stimulus (a (muted) 

dynamic face video; high definition: 1920 X 1080) from the database was presented for four 
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seconds, and followed by the three questions. Raters were asked to answer the two following 

questions using a 1-7 Likert scale (1 = least and 7 = most): (1) how neutral is the expression 

(level of neutralness of the expression), (2) how natural is the expression (level of naturalness of 

the facial expression). Moreover, raters were asked to indicate the valence of each video using a 

Likert scale (-3 = very negative, 0 = neither negative nor positive, +3 = very positive). Lastly, 

raters were also asked to evaluate each stimulus in terms of the most prominent Mental State of 

the model, selecting from the following options: proud, bored, stressed, confused, relaxed, 

concentrated, and thinking. The order of the choices was randomized in every trial. All questions 

were presented on a single page. The experimental design can be seen in Figure 4. The database 

evaluation was completed in two blocks, in which the stimulus set was randomized. Raters had 

the possibility to take a 10-minute break between the blocks if desired. The experiment was self-

paced, and completed within approximately 90 minutes.  

Before finalizing the experiment, raters were required to evaluate the overall level of 

confidence in their response on a 0 – 100 scale (0 = not confident, 100 = highly confident). This 

was an overall evaluation for all responses done at the end of the experiment. Additionally, they 

were asked whether they participated as a model in the video-recording process of the database, 

and whether they understood the content of the presented video. If raters had participated as 

models, they would not be allowed to participate in validation experiments. Finally, raters were 

also asked to indicate whether they understood any of the spoken content. Here, we provide 

analyses of the raters who did not understand the spoken content (please see Analyses of the 

Validation Experiment 1 and 2 for further details. Analyses of raters who understood the spoken 

content can be found in Supplementary Material 3).  
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Figure 4  

Example of the Experimental Design

 

Note. In the experiment, all the parts (a-e) were displayed on a single page. In the first (b) and 

third questions (d), participants rated the neutralness and naturalness of the stimulus on a 7-point 

scale (1 = not neutral (natural), 7 = very neutral (natural)). In the last question (e), participants 

rated the valence of the stimulus on a bidirectional scale ranging from -3 (very negative) to 3 

(very positive). 

Results 

Data Analyses 

We ran a series of analyses to characterize and quantify our database. All models 

memorized the same part of the Turkish National Anthem, and Speech to Youth prior to the 

video recording and repeated these parts within the video duration (60 seconds). The duration of 

each cycle differed across recited speeches due to the different articulation speeds of the models. 
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First, we measured the articulation durations across multiple repetitions and compared the 

differences in the articulation durations across multiple repetitions of the recited speeches (These 

results are provided in Supplementary Material 1). Second, we computed the inter-rater 

reliability scores (Table 3) for the objective measurements of facial features (see “Facial Features 

and Measurements.xlsx” file in the OSF directory, under the “Dataset” folder). Third, in the 

validation experiments, participants rated the neutralness, naturalness, valence, and the most 

prominent mental state of each video. We report the descriptive statistics for these ratings (Table 

4). We ran three repeated-measures ANOVAs on the subjective ratings of participants who 

completed the Validation Experiment 1 with more than 50% confidence. Speech types (National 

Anthem [NA], Speech to Youth [SY], and Free Speech [FS]) and models’ sex (Female and 

Male) were within-subjects factors. Fourth, we investigated whether neutralness, naturalness, and 

valence ratings were stable across different segments of the videos by running three ANOVAs on 

the data from Validation Experiment 2 (beginning, middle, and end segments). These analyses 

were all conducted on the data from the subset of participants who did not understand the spoken 

content of the videos (discussed below). Additionally, we also provided the results of the 

participants who understood the spoken content (see Supplementary Material 3). Finally, to 

further investigate emotional consistency within the 60 seconds, we asked two research assistants 

to indicate deviations from neutral facial expressions, and computed agreement between two 

research assistants.     

1. Analyses of the Objective Measures of Facial Features  

The physical measurements of the facial features have been taken independently by two 

research assistants following the descriptions in Table 2, and can be found in the “Facial Features 

and Measurements.xlsx” file provided in the OSF directory, under the “Dataset” folder (see 
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Availability of data and materials section for the link). Two research assistants calculated pixel-

wise measures of nose width, nose length, nose shape, forehead length, chin length, chin size, 

eye height, eye width, eye shape, eye size, face length, and face roundness. The inter-rater 

reliability of the measurements was obtained through Spearman’s rho correlation coefficients. 

The inter-rater reliability of the overall measurements of the physical features was very high 

(.95; the inter-rater reliability for each facial feature can be found in Table 3).  

Table 3 

Inter-rater Reliability of the Objective Measures of Facial Features 

Face features Correlation coefficients 

Nose width 0.91*** 

Nose length 0.89*** 

Nose shape 0.74*** 

Forehead length 0.82*** 

Chin length 0.88*** 

Chin size 0.81*** 

Eye height 0.93*** 

Eye width 0.90*** 

Eye shape 0.81*** 

Eye size 
 
Face width 

0.87*** 
 
0.91*** 

Face length 0.96*** 

Face roundness 0.74*** 

Overall measurements  0.95*** 
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Notes. P-values correspond to *p < .05,  **p <.01,  ***p <.001. Correlations are calculated in 

terms of Spearman’s rho coefficient.  

As shown in Table 3, although all of the correlation coefficients are very high, there is 

some variance in the inter-rater reliability across the different facial features. For instance, while 

the inter-rater reliability is very high for face width (0.91) and length (0.96), it decreases for the 

nose shape (0.74) and face roundness (0.74). Different levels of difficulty to measure these facial 

features likely underlie the variance of inter-rater reliabilities.  

2. Analyses of the Subjective Evaluations of Raters 

In the two validation experiments, participants rated the neutralness, naturalness, valence 

of the face videos, and the most prominent mental states of each model (proud, confused, bored, 

relaxed, concentrated, thinking, and stressed).  

2.1. Analyses of the Validation Experiment 1  

One of the critical aspects that might influence raters’ judgments is understanding the 

content of the speech by reading the models’ lips. Hence, we asked all raters if they understood 

any part of the speech in any of the videos at the end of the experiment. Out of the 84 raters who 

participated in the initial validation experiment, 66.7% of the raters (N = 56) indicated that they 

did not understand any spoken content, while the remaining 33.3% (N = 28) reported 

understanding at least one of the speeches. To not confound purely visual aspects of the videos 

by extracted semantic information, and to make our results generalizable to a broader population, 

we analyzed the data separately for the two groups. Specifically, we focused on the findings 

from the 56 raters who did not understand any of the spoken content. Figure 6 shows the 

percentages of the perceived mental states for each speech type. Table 4 shows the descriptive 
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statistics for the neutralness, naturalness, and valence ratings. Supplementary Material 2 contains 

detailed descriptive statistics separately for each speech type/model. (Additionally, we provide 

analyses for participants who understood the spoken content in Supplementary Materials 2 and 

3). 

2.1.1. Analyses of the Validation Experiment 1 (Neutralness, Naturalness, Valance) 

 To test whether the different speech types (NA, SY, and FS) had an effect on the ratings 

of neutralness, naturalness, and valence, we ran three repeated-measures ANOVAs on raters’ 

subjective evaluations from Validation Experiment 1 (Beginning; N = 56). In all three analyses, 

speech type was used as a within-subjects factor. We also included the models’ sex as a second 

within-subjects factor to explore any effects of sex.  

The assumption of sphericity was violated for speech type in the neutralness (χ2(2) = 

38.74, p < 0.001, ε = 0.97) and valence (χ2(2) = 14.09, p < 0.001, ε = 0.99) analyses, and for the 

speech type*models’ sex interaction in the naturalness analysis (χ2(2) = 15.12, p < 0.001, ε = 

0.99). Since ε values were greater than 0.75 for all three cases, we report Huyn-Feldt-corrected 

results where sphericity was violated. 

There were main effects of speech type on neutralness (F(1.95, 2727.31) = 7.41, p < 

0.001, η2p = 0.005), naturalness (F(2, 2798) = 13.41, p < 0.001, η2p = 0.009), and valence 

(F(1.98, 2774.13) = 9.86, p < 0.001, η2p = 0.007). Post hoc tests revealed that FS was 

significantly different than NA and SY for all three dependent variables. FS videos (M = 4.47, 

95% CI [4.4, 4.54]) were rated as less neutral than NA (M = 4.58, 95% CI [4.51, 4.64], pbonf  = 

0.001) and SY videos (M = 4.57, 95% CI [4.5, 4.63], pbonf = 0.005; Figure 5a). In contrast, FS 

videos (M = 4.39, 95% CI [4.31, 4.46]) were rated as more natural than both NA (M = 4.23, 95% 

CI [4.16, 4.3], pbonf < 0.001) and SY videos (M = 4.29, 95% CI [4.22, 4.36], pbonf = 0.005; Figure 
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5b). In terms of valence, FS videos (M = 0.05, 95% CI [0.003, 0.1]) were rated as more positive 

than NA (M = -0.06, 95% CI [-0.11, -0.01], pbonf < 0.001) and SY videos (M = -0.009, 95% CI [-

0.06, 0.04], pbonf = 0.045; Figure 5c). NA and SY ratings did not significantly differ in 

neutralness (pbonf  = 0.99), naturalness (pbonf  = 0.15), or valence (pbonf  = 0.14). 

Interestingly, we also found main effects of models’ sex on neutralness (F(1, 1399) = 

23.25, p < 0.001, η2p = 0.016), naturalness (F(1, 1399) = 27.21, p < 0.001, η2p = 0.019), and 

valence (F(1, 1399) = 4.23, p = 0.04, η2p = 0.003). Female models were rated less neutral (Mdiff = 

-0.17, pbonf < 0.001) and more natural (Mdiff = 0.18, pbonf < 0.001) than Males. In terms of 

valence, Female models were perceived as more positive than Males (Mdiff = 0.07, pbonf = 0.04). 

There were no significant speech type*models’ sex interactions in any of the dependent variables 

(for all tests p > 0.05). 

Table 4       

Descriptive Statistics of the Evaluations of Neutralness, Naturalness, and Valence 

  
 

N 
  

Neutralness Naturalness Valence 

 Mean SD Mean SD Mean SD 

Database (Overall) 8400 4.54 1.56 4.3 1.62 -0.01 1.25 

National Anthem 2800 4.58 1.56 4.23 1.65 -0.06 1.23 

Speech to Youth 2800 4.56 1.53 4.28 1.61 -0.01 1.21 

Free Speech 2800 4.47 1.59 4.38 1.62 0.05 1.29 

Notes. Neutralness and naturalness were rated on a Likert scale (1-7). Valence was rated on a 

bidirectional scale ranging from -3 to 3. 
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Figure 5 

Neutralness, Naturalness, and Valence Ratings across Speech Types   

 
Note. Average subjective ratings for speech types NA (National Anthem), SY (Speech to Youth), 

and FS (Free Speech). (a) Neutralness and (b) naturalness were rated on a Likert scale (1- 7). (c) 

Valence was rated on a bidirectional scale ranging from -3 to 3. Asterisks indicate p-values of *p 

< .05; **p ≤ .005; ***p ≤ .001. 

2.1.2. Descriptives of the Perceived Mental State  

Figure 6 shows the percentages of the perceived mental states separated by speech types 

(NA, SY, and FS). The perceived mental states for all three speech types had highly similar 

distributions. Overall, the most prominent perceived mental state in the database was 

concentrated (28%), followed by bored (17%), relaxed (15%), stressed (14%), thinking (10%), 

confused (9%), and proud (7%). More detailed descriptive statistics and the most prominent 

mental states individually for each model are provided in Supplementary Material 2. 
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Figure 6  

Perceived Mental States. 

 

Note. These distributions are calculated from 56 participants’ ratings of the 150 videos. NA 

indicates “National Anthem”. SY indicates “Speech to Youth”. FS indicates “Free Speech”. The 

“Total” represents the overall distribution for the whole database.  

2.2. Analyses of the Validation Experiment 2  

To examine whether neutralness, naturalness, and valence were stable throughout the 

videos, we compared three segments (beginning, middle, and end) from each video in Validation 

Experiment 2. As discussed in the Methods sections, the number of participants was unequal 

among the validation experiments (beginning: N = 84; middle: N = 42; end: N = 48), which 

required subsampling of the data to have equal group sizes. As we were only interested in 
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differences in time among the participants who did not understand any spoken content, we 

excluded participants who understood any type of speech (remaining Ns = beginning: 56, middle: 

27, end: 36) and subsampled them from the remaining participants to equalize all groups. This 

led to 27 participants for each time segment. 

We ran three one-way ANOVAs with time (beginning, middle, and end) as a between-

subjects factor on the subsampled data. Time had a significant effect on neutralness (F(2, 4047) 

= 45.19, p < 0.001, η2 = 0.01), naturalness (F(2, 4047) = 18.18, p < 0.001, η2 = 0.01), and 

valence ratings (F(2, 4047) = 23.43, p < 0.001, η2 = 0.01). The follow-up post hoc tests revealed 

a similar results for each dependent variable: For neutralness, beginning segment (M = 4.58, 95% 

CI [4.51, 4.65]) was rated significantly higher than middle (M = 4.15, 95% CI [4.08 , 4.22  and 

end segments (M = 4.18, 95% CI [4.11, 4.25]). Beginning segment (M = 4.43, 95% CI [4.36, 

4.5]) was also rated the highest in naturalness, while middle (M = 4.17 , 95% CI [4.09, 4.24]) and 

end segments (M = 4.15, 95% CI [4.08, 4.22]) did not significantly differ. For valence, only the 

middle segment (M = -0.19, 95% CI [-0.24, -0.14 ]) of the videos was rated significantly lower 

than the beginning (M = 0.02, 95% CI [-0.04, 0.07]) and the end segments (M = 0.05, 95% CI [-

0.005, 0.1]).  

  To further investigate whether these differences could also stem from larger changes in a 

few outliers and to better quantify the changes in expression for all the videos in our database, 

we evaluated the entire 60 seconds of each video clip regarding emotional changes.  Two 

research assistants assessed all videos and separately rated each second of each video in terms of 

valence. Thereby, it was possible to extract and compare the onsets, offsets, and direction of 

expression changes reported by the two assistants. Out of 9000 one-second time frames from all 

videos, the two assistants agreed on 8686 (96.5%) to be neutral, and 30 (0.34%) to be positive. 
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Ratings from both assistants agreed that 122 out of 150 videos (81.3%) did not have any 

expression changes. Expression changes that occurred in 6 (4%) of the videos were agreed upon 

by both assistants, while only Assistant 2 reported expression changes in the remaining 22 

(14.67%). There were no agreements on expression changes in the negative direction (Assistant 

1: 0; Assistant 2: 137).  Figure 7 shows still images from before and after an expression change 

occurred in one of the videos in which both assistants reported an expression change (top), and 

the same for one of the videos for which only one of the assistants reported an expression change 

(bottom). We provide the onset and offset times of all noted deviations for each clip (in which 

deviations occurred; see “Expression Changes.xlsx” file in the OSF link, under the “Dataset” 

folder). 
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Figure 7  

Examples of Expression Changes 

Note. Still images from before (left) and after (right) an expression change as reported by the two 

research assistants that rated all expression changes in the videos. The top is from one of the 

videos in which both assistants reported an expression change. The bottom is from one of the 

videos in which only one of the assistants reported an expression change. 
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Discussion 
 
 

Summary 

In this paper, we introduce a new dynamic face database - the Sabancı University 

Dynamic Face (SUDFace) database, which consists of three different speeches articulated with 

neutral facial expressions. This study aimed to develop a highly controlled dynamic (natural and 

neutral) face database with a large sample of neutral facial expressions and long video durations. 

The database consists of one-minute-long videos with three different speeches. Videos were 

highly controlled by ensuring the head location and orientation (front view of the faces), neutral 

facial expressions, and controlled illumination and background. The physical features of all faces 

were measured and are reported in Table 3. In two validation experiments, the videos were 

evaluated regarding the psychological states of the models (perceived neutralness, naturalness, 

valence, and mental states). In the first validation experiment, the beginning (seconds 7-11) of 

each video was rated. In the second validation experiment, different segments (beginning: 

seconds 7-11; middle: seconds 28-32; end: seconds 56-60) of each video were evaluated to 

validate the consistency of the models’ expressions throughout the videos. As there was a main 

effect of time, we further investigated emotional variations across the entire 60 seconds by 

quantifying emotional deviations.  

1. Objective Measures of Facial Features 

All reported measurements of facial features are provided as a supplementary document 

(see “Facial Features and Measurements.xlsx” in the OSF directory, under the “Dataset” folder) 

and can be used to select subsets of stimuli from the database as needed. The measurements were 
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independently performed by two raters. Inter-rater reliability was high for each feature (above 

0.74 for all features) and very high for all features pooled (0.95), indicating that the reported 

measurements are a good representation of the facial features in our database (see Table 3 for all 

inter-rater reliability coefficients). Relatively low inter-rater reliabilities were obtained for nose 

shape (0.74) and face roundness (0.74), presumably because measurements of these features are 

challenging compared to features such as face length (0.96) and face width (0.90), which contain 

precisely defined boundaries.  

2. Analysis of the Subjective Evaluations of Raters 

Our goal is to provide a dynamic face database with neutral and natural facial 

expressions, recorded during different types of speeches - two recited: National Anthem and 

Speech to Youth, one Free Speech. Already during the recordings, we assured that no major 

emotions occurred, and either repeated a recording when non-neutral emotions were detected by 

the research assistants who evaluated the emotions during the recordings or discarded video clips 

if deviations from neutral were determined during post-production. However, subtle emotional 

changes are highly likely in complex and dynamic situations, as in the speeches given by our 

models. Hence, to address the possibility of slight variations of emotions, we conducted two 

validation experiments to quantify perceived deviations from neutral and natural. Additionally, 

we asked raters to indicate the perceived emotional valence of each video clip. 

2.1. Analyses of the Validation Experiment 1  

In the first validation experiment, we evaluated the overall neutralness, naturalness, 

valence, and potential differences between the speech types (National Anthem, Speech to Youth, 

and Free Speech).  



Sabancı University Dynamic Face Database 
 

38 

 

2.1.1. Analyses of the Validation Experiment 1 (Neutralnesss, Naturalness, Valance) 

The ratings of neutralness, naturalness, and valence were made on Likert scales from 1 to 

7 for neutralness and naturalness, and -3 (negative) to +3 (positive) for valence. Importantly, the 

entire stimulus set consisted of highly neutral and natural facial expressions. Ratings on these 

scales do not represent evaluations of the entire (or large parts of the) spectrum of emotions but 

small (positive or negative) deviations from neutral. Hence, the obtained values should be 

interpreted accordingly. For example, ratings of maximum positive deviations from neutral 

(valence = +3) do not represent highly positive emotions, but only “highly” positive relative to 

“perfectly” neutral stimuli. In the speech types, neutralness ratings ranged between 4.47 and 4.58 

(on average 4.54; SD = 1.56), naturalness ratings between 4.23 and 4.39 (on average 4.3, SD = 

1.62), and valence ratings between -0.01 and -0.06 (on average -0.01; SD = 1.25). These values 

seem to slightly favor neutrality and naturalness on our scale (midpoint of 4, maximally 

neutral/natural: 7), supporting the central characteristic of our dataset. Moreover, these results 

capture that there were some variations (e.g., although rated as neutral on the neutralness scale, 

some models’ perceived valence (see Supplementary Material 2) was negative (e.g., Mov subj12, 

Mov subj26, and Mov subj30) or positive (e.g., Mov subj11, Mov subj33, and Mov subj45)). 

Overall, these results indicate that participants successfully made judgments relative to the 

provided spectrum and not judgments considering the entire spectrum of human emotions. 

Within a different set of stimuli, including highly positive and negative (as well as highly 

“unnatural” stimuli), the clips of our database would be expected to yield ratings very close to 

high neutralness/naturalness.  

Notably, while the perceived neutralness, naturalness, and valence levels were highly 

similar for the two recited speeches (National Anthem and Speech to Youth), they differed from 
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the Free Speech. Surprisingly, the clips of the National Anthem and the Speech to Youth were 

perceived as more neutral than the Free Speech. The Free Speech, by contrast, was perceived as 

more natural and more positive (valence) compared to the National Anthem and the Speech to 

Youth videos. Assuming that the vocalization of scripted texts required more concentration than 

freely talking about a chosen subject, these results can possibly be explained by facial 

expressions associated with concentration. Concentration has been proposed to show similar 

features as confusion and particularly worry (Ekman, 1979; see also Pope and Smith (1994), both 

rather negative emotions. Hence, the Free Speech expressions may have appeared more positive 

than the two other speeches.   

2.1.2. Descriptives of the Perceived Mental State  

In the first validation experiment, participants also rated the perceived mental states of 

the models. We chose seven mental states (proud, confused, bored, relaxed, concentrated, 

thinking, and stressed). We did not include (1) any extreme or complex mental states and (2) 

neutralness as an option as the latter would have been expected to be chosen highly frequently, 

not capturing any deviations from neutralness. The most attributed mental state was 

“concentrated”. This might be due to the challenging task and situation of giving a speech while 

being filmed and being asked to follow several instructions, such as keeping one’s posture and 

neutral facial expression. Similarly, the raters’ awareness of the difficulty of the situation which 

could have yielded a bias to choose “concentrated” more often than the other mental states. 

Additionally, the recited speeches are related to national ideas (e.g., National Anthem and 

Speech to Youth), which may lead models to feel required to concentrate. However, this does not 

account for the similar “relaxed” ratings for the National Anthem and Speech to Youth as for the 

Free Speech.  
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2.2. Emotional Consistency Across the Entire 60 Seconds-Clips 

The second validation experiment (beginning, middle, end) showed an effect of time on 

neutralness, naturalness, and valence levels. Overall, the results suggested that the beginning was 

perceived more positively than other segments, while the middle and end ratings were mainly 

similar. To go beyond the evaluations of the three segments in Validation Experiment 2, and 

evaluate emotional changes across the entire length of all video clips, two research assistants 

rated the valence of any changes in expression they detected throughout the entire videos. Taken 

together, ratings from both assistants showed that changes of expressions are rare and isolated in 

time, as only 0.34% of the one-second time-frames from all videos in the database contained 

expression changes agreed upon by both assistants. Only a small number of the videos (6 out of 

150) were reported as having expression changes by both assistants. Assistant 2 reported 

expression changes in 22 videos that were not agreed on by Assistant 1. As illustrated in Figure 

7, these disagreements were caused by very subtle changes in expressions.  

In general, the results of the validation experiments were in line with our expectations. 

Even though there were some variations (see Supplementary Material 4 for further examples), all 

the videos were rated as highly neutral and natural. In addition to that, the perceived neutralness, 

naturalness, and valence levels of the SUDFace database were relatively stable across time.  

3. Neutral Faces in the Literature and Advantages of the SUDFace Database  

In  previous studies, neutral face stimuli were commonly evaluated with an identification 

task in which participants were asked to identify the emotion of stimuli from the provided 

choices (Chung et al., 2019; Langner et al., 2010; Yang et al., 2020). Importantly, neutral stimuli 

were usually presented within the same blocks as (highly) emotional stimuli (Garrido et al., 
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2017; Ma et al., 2015; O’Reilly et al., 2016; Tottenham et al., 2009). However, previously shown 

emotional stimuli influence participants’ judgments of neutral stimuli. For example, Wyczesany 

and colleagues (2018) showed the influence of negative and positive mood (elicited by positive 

or negative emotional pictures) on the perception of non-emotional, neutral stimuli. Likewise, 

Anderson and colleagues (2012) showed the influence of affective information on the perception 

of neutral faces even in a situation where the cues were incidental to participants. This indicates 

that presenting participants with affective information can elicit perception of emotions in neutral 

faces; hence, neutral faces should be rated in isolation from highly emotional faces. In this way, 

one can objectively measure neutralness of facial expressions without strong influences of 

previously shown stimuli. Given that one of the main features of SUDFace is to provide highly 

neutral facial expressions, we eliminated perceptual influences that can be elicited from 

previously shown emotional stimuli by presenting only neutral stimuli in the validation 

experiment. Furthermore, by including valence ratings on the faces, we quantified any deviations 

from neutralness of each model within our database. Deviations from neutralness were very 

small, faces were perceived as neither positive nor negative, hence neutral.  

Although face perception is highly dynamic, most studies that investigated the underlying 

neural responses of face perception used static face images. One reason for using static images 

(despite their disadvantages) is that it is difficult to exclude all factors that are related to face 

dynamics, such as language and emotion, which modulate neural responses. For instance, when 

face dynamics are introduced by a moving mouth that results in a  happy face over time, the 

neural responses to the dynamics of the face will be intermingled with the neural responses to its 

emotional expression. When a dynamic speaking face is shown, it is difficult to separate the 

underlying neural responses of expression and language. The language of this database is 
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Turkish, which is not a commonly spoken language worldwide. Therefore, in addition to the 

advantage of having minimized emotional expressions, factors related to language processing, in 

particular by lip reading, are strongly reduced or abolished in experiments with participants that 

do not speak/ understand Turkish. Hence, our database will facilitate studies on the  underlying 

neural correlates of dynamic face perception by excluding (or minimizing) other processes (i.e., 

language and emotional processes).  

4. The Application Areas of the SUDFace 

The SUDFace database can be applied in several research areas. The importance and 

applications of databases with dynamic neutral faces have already been outlined in the 

introduction (see “Importance and Applications of Audiovisual Dynamic Neutral Face 

Databases”). Some of the main applications are in the fields of face perception, emotional 

processing, and psycholinguistics. Importantly, there is a strong need for databases with neutral 

facial expressions to investigate clinical populations where the perception of neutral faces is 

essential (Bochet et al., 2021; Cooney et al., 2006; Leppänen et al., 2004; Tottenham et al., 

2014). For example, Leppänen et al. (2004) showed that patients with depression perceive 

neutral faces - but not faces with emotional expressions - differently than healthy people. There 

are also differences in processing neutral faces between clinical populations, such as those with 

social anxiety disorder and healthy individuals (Cooney et al., 2006). Moreover, Tottenham et al. 

(2014) showed that people with autism spectrum disorder (ASD) perceive neutral faces 

differently than people without ASD, and that they confuse neutral facial expressions with 

negative expressions (see also, Bochet et al., 2021). The SUDFace database will also be useful in 

research investigating basic cognitive-perceptual processes and their underlying neural 

mechanisms. For example, the database was recently used to investigate the underlying neural 
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correlates of temporal integration processes in dynamic face perception (Alp & Ozkan, 2022). It 

was found that the temporal integration (binding successive frames in time) was more enhanced 

when the face was displayed in the correct temporal order compared to shuffled or reversed 

orders. The SUDFace database is an ideal instrument to investigate other questions regarding 

integration processes, for example, to what extent language processing and language 

comprehension are influenced by temporal order manipulations. Hence, the SUDFace database 

will be highly useful for the growing number of studies that investigate neutral facial expressions 

with or without auditory components, both in healthy and clinical populations.  

Beyond studies investigating perception of faces and emotional expressions, the 

SUDFace database will also be useful in psycholinguistics. As the SUDFace database includes 

both visual and audio content, it can be used to investigate a range of questions concerning the 

interplay and integration of audio-visual information, such as effects of visual distraction (Cohen 

& Gordon-Salant, 2017) and background noise (Leibold et al., 2016)  on speech perception. 

Moreover, previous research has shown that certain speech properties convey information about 

the personality, emotion, or mood of a person (Boomer & Dittmann, 1964; Fay & Middleton, 

1941; Ray, 1986; Guidi et al., 2019). One of the speech properties that influences personality 

perception is pitch variation. Addington (1968) showed that males with higher pitch variations 

were rated as more energetic and aesthetically inclined, while females were rated as more 

energetic and extroverted. Similarly, many studies showed the correlation between prosodic 

features (e.g., mean pitch, pitch variations, or speaking rate) and perception of extraversion, 

competence, or dominance (Scherer & Scherer, 1981). Again, the SUDFace database will be 

highly valuable in these fields as it provides an extensive set of dynamic faces and speech. 
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5. The Limitations of the Current Study   

There are a few limitations of our database that should be mentioned. First, the SUDFace 

database only includes Turkish models and the Turkish language. However, our database thereby 

adds a large stimulus set of Turkish people and the Turkish language to the already existing 

databases that focus on a single ethnicity (Chinese (The CAS-PEAL-R1): Gao et al., 2008; 

Taiwanese (TFEID): Chen & Yen, 2007; Korean (KUFEC): Kim et al., 2011; Argentinian 

(Argentine Set of Facial Expressions): Vaiman et al., 2017; American (Chicago database: Ma et 

al., 2015; EU-Emotion Stimulus set, O’Reilly et al., 2016) and a single language (French 

(GEMEP): Bänziger et al., 2012; Italian (DaFEx): Battocchi et al., 2005; German (MPI Facial 

Expression): Kaulard et al., 2012). Second, all the models recruited to develop the database were 

young and non-professional models. Thus, there is a possibility that they did not regulate their 

emotions as effectively as older adults (Sims et al., 2015) or professional actors. Third, achieving 

the articulation of the 60 seconds speech without emotional expressions in such a controlled 

environment. Therefore, two trained researchers monitored the whole recording session and the 

models’ facial muscle movements to ensure that a neutral expression was maintained (recordings 

were repeated until the desired neutral expression was achieved). Fourth, the validation 

experiment did not include any information regarding the attractiveness or warmth of the models 

that might also affect the perception of the participants. All the above-mentioned points should 

be taken into account when using the stimulus set.  

6. Conclusion  

Most face databases consist of static stimuli. The SUDFace database provides a large set 

of long dynamic videos (N = 150) with a long duration (60 seconds), and from a large number of 
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models (N = 50). Three speeches per model are provided in the database, all with neutral facial 

expressions and natural speech articulation. All stimuli were validated in two experiments. 

Detailed information about all stimuli is provided in the database. The database is freely 

accessible upon request. 
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