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Abstract. Droplet concentrationNg) and liquid water path  tion of penetration depth in terms of the optical depth below
(LWP) retrievals from passive satellite retrievals of cloud op- cloud top (d ) for which the retrieved, is likely to be repre-
tical depth () and effective radiusr§) usually assume the sentative.

model of an idealized cloud in which the liquid water con- The magnitude of theNg and LWP biases for clima-
tent (LWC) increases linearly between cloud base and cloudological data sets is estimated globally using 1 year of
top (i.e. at a xed fraction of the adiabatic LWC). Generally daily MODIS (MODerate Imaging Spectroradiometer) data.
itis assumed that the retrieveglvalue is that at the top of the  Screening criteria are applied that are consistent with those
cloud. In reality, barringe retrieval biases due to cloud het- required to help ensure accurddg and LWP retrievals. The
erogeneity, the retriever is representative of smaller val- results show that the SE Atlantic, SE Paci ¢ and Californian
ues that occur lower down in the cloud due to the verticalstratocumulus regions produce fairly large overestimates due
penetration of photons at the shortwave-infrared wavelength$o the penetration depth bias with mean biases of 32—35 % for
used to retrievee. This inconsistency will cause an overes- rep.1 and 15-17 % fores 7. For the other stratocumulus re-
timate ofNg and an underestimate of LWP (referred to here gions examined the errors are smaller (24—28 % o and

as the “penetration depth bias”), which this paper quanti es10-12 % forres 7). Signi cant time variability in the percent-

via a parameterization of the cloud topas a function of the  age errors is also found with regional mean standard devia-
retrievedre and . Here we estimate the relative underes-  tions of 19-37 % of the regional mean percentage error for
timate for a range of idealized modelled adiabatic clouds uste2.1 and 32-56 % foresz 7. This shows that it is important
ing bispectral retrievals and plane-parallel radiative transferto apply a daily correction tblq for the penetration depth er-
We nd a tight relationship betweegye D rg"J“d t°p=réetrieved ror rather than a time—mean correction when examining daily
and and that a 1-D relationship approximates the modelleddata. We also examine the seasonal variation of the bias and
data well. Using this relationship we nd thgte values and ~ nd that the biases in the SE Atlantic, SE Pacic and Cal-
henceNy and LWP biases are higher for the 2.1 um chan-ifornian stratocumulus regions exhibit the most seasonality,
nelre retrieval e2.1) compared to the 3.7 um oneg 7). The with the largest errors occurring in the December, January
theoretical bias in the retrievedy is very large for optically ~ and February (DJF) season. LWP biases are smaller in mag-
thin clouds, but rapidly reduces as cloud thickness increasedlitude than those falg ( 8to 11 9% forrez1and 3:6 to
However, it remains above 20 % fox 19:8and < 7:7 for 6:1% forres.7).

rez.1andres 7 respectively. We also provide a parameteriza-

Published by Copernicus Publications on behalf of the European Geosciences Union.
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In reality, and especially for more heterogeneous cloudsallowing some separation of microphysical and macrophysi-
the vertical penetration error will be combined with a num- cal effects.
ber of other errors that affect both theand , which are po- However, retrievals oNg from space are still somewhat
tentially larger and may compensate or enhance the bias duexperimental and there is a lack of comprehensive validation
to vertical penetration depth. Therefore caution is requiredof the retrievals and the assumptions required. There is a need
when applying the bias corrections; we suggest that they aréo characterize and quantify the associated errors; in this pa-
only used for more homogeneous clouds. per we focus on doing this for one source\yf error using a

1-yearNq data set for stratocumulus clouds from MODIS.

2 The adiabaticNg and LWP retrieval model and the
1 Introduction vertical penetration depth bias

Clouds have a major impact on Earth's radiative balanceNd and LWP are retrieved from passive satellite retrievals of
reand using an adiabatic cloud model that is described be-

(Hartmann et al., 1992) and small changes in their proper- : :
ties are predicted to have large radiative impacts (e.g. LatharlPW- However, as shown in Platnick (2000) and Bennartz and
Rausch (2017), for a retrieval free from other error sources

et al., 2008). The amount of shortwave ux re ected by fully ) oo
overcast warm (liquid water) clouds for a given sun and scat{(€-9- those due to cloud heterogeneity), the retrienets
representative of the value lower down in the cloud due to

tering angle, or the re ectance of a cloud, is primarily deter- X : X
the vertical penetration of photons at the shortwave-infrared

mined by the cloud optical depth), which in turn can often ;
be characterized by the liquid water path (LWP; the vertical (SWIR) wavelengths used to retrievg In contrast, the re-
trieved is comprised of contributions from the extinction

integral of liquid water content) and the cloud droplet num- . X
ber concentrationNg). For a given cloud updraftyg is de- coefcient exi.h/, whereh represents height from cloud
termined by the number concentration and physicochemicaP@se: throughout the whole cloud pro le:
properties of aerosols. Thus, couching cloud re ectance in
terms ofNg links the cloud albedo to aerosol and microphys-
ical effects via the Twomey (1974) effect, makiNg a very D exch/ dh: @)
useful quantity to determine observationalig can also in- 0
uence cloud macrophysical feedbacks via its control on rain .
formation (Albrecht, 1989; Stevens et al., 1998; Ackerman Here_h D 0 represents cloud base an@ H is cloud top.
et al., 2004; Berner et al., 2013; Feingold et al., 2015) and exh/ is de ned as
stratocumulus cloud top entrainment (Ackerman et al., 2004; a
Bretherton et al., 2007; Hill et al., 2009). 2 .

Satellite observations of clouds aNg are immensely use- ex:n/ D Qextt/r “n.r/dr; 2)
ful for studying clouds, cloud—aerosol interactions and for

model evaluation since they afford large spatial and temperer s the droplet radius and.r/ is the droplet size

poral coverage. A method to obtahy from passive satel- numbgr distribution within a cloud unit volume such that
lite ob_servanons (e.g. from the MODerate Imaging Spec-Nd D O1 n.r/ dr. Qex.I/ represents the ratio between the ex-
troradiometer, MODIS; Salomonson et al., 1998) odnd  inction and the geometric cross section of a given droplet
the cloud droplet eﬁeptlve radiuse] for stratiform liquid 5,4 can be approximated by its asymptotic value of 2
clouds has been prevpusly demonstrated (Han. etal., 1998 an de Hulst, 1957) since droplet radii are generally much
Brenguier et al., 2000; Nakajima et al., 2001; SzczodraKjgyger than the wavelength of light concerned (typically 0.6

etal., 2001; Boers et al., 2006; Quaas et al., 2006; Bennartz, g5 ,m) such that the geometric optics limit is almost
2007; Grosvenor and Wood, 2014; Bennartz and Rausch,asched.

2017) and is described further below. For more details see o i ;

the Grosvenor et al. (2018) review paper on this techniqueresr;;;ﬂ,ggufeﬁzf;gomem (LWC) ata given height are,
which also describes the known sources of error. In cloudy ’
environments, aerosol optical depth cannot be retrieved from R r3n.r/ dr
satellites, making cloud property observations suciNas e/ D 2n1/d ;
and the cloud droplet effective radiug)the only useful in- o Mon-ridr
dicator of the in uence of aerosol on clouds. An advantage ;g

of usingNg rather tham to study cloud—aerosol interactions

is thatre is also determined by the cloud water content and 4 2
thus is a function of cloud macrophysical propertidg, in LWC.h/ D Y r3nr/dr (4)
contrast, is only weakly controlled by cloud macrophysics, 3 0

0

3
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where , is the density of liquid water. Combining Egs. (3)  Generally, when retrieving\q it is assumed that the,
and (4) and inserting into Eqg. (2) gives obtained from satellite is representative of that from cloud
3Q ext LWC.h/ top, i.e.re.H / Dre.H/ (e.g. Bennartz, 2007; Painemal and
ext . (5)  Zuidema, 2011). This would then mean thatis the full
4w Tehl cloud optical depth () as retrieved by the satellite and thus
To determine the form ofe.h/ in the above equation in could be used in Eqg. (10) above to obtaig. However, since

ext: h/ D

terms ofL.h/ andNg.h/ we can utilize the fact that th&k®  there obtained by satellite is actually equaltgH ) then
value, < andthus should be used in Eqg. (10) instead of the

3 retrieved ; the problem lies in the fact that is unknown.

kD v ©) However, in this paper we t a simple function for as a
re ' function of based on radiative transfer (RT) modelling of a

hich i f the width of the droplet size distri variety of idealized clouds.
\t/)vtl.c |s| a meaTure Qd' etW' id 0 di flbr(:.pe S'f]e LS n- Alternatively, Eq. (10) can be formulated using the re-
ution (lower values indicate wider distributions), has €eNiieved over the full cloud depth (setting D ) and the

shown to be approximately constant in stratocumulus C|0Ud%l ;
. ; oud topre (settingre.H / D re.H/). The problem then be-
(Martin et al., 1994; Pawlowska et al., 2006; Painemal and gn:\(of est?rr?ating H/efror21 the rrt)atrieved o
. e .

Zl;]'.dﬁma’hzonl)' In this Stuc% Wi atzz)gtDallSvaluemj ?722h Here we formulate a parameterizationrgfH/=r.H / as a
which is the value assumed by the retrieval ( anG:tunction of . Note that either the or re corrections should

2013).ry is the volume radius, de ned as be applied to corredtly, but not both together.

A h/ Then we estimate the error introduced Ny retrievals
ry.h/3D r3n.r/dr D SLWC. D kre.h/3; (7)  for 1 year of MODIS data due to the usual assumptions of
Ng. . 4 wNg.h/ teH /DreH/ and D ,onthe assumption thatthere are

no other biases affecting thrg retrieval. We label this bias
where we have used Eq. (4) to insert LWC and Eqg. (6) tothe “vertical penetration bias”.

write ry as a function ok andre. Now we utilize the assump- The method of correcting has the advantage over the
tions thatNg.h/ is constant with height and that LWig correction since it also allows a correction to the retrieval of
is a constant fractiorf,aq, of the adiabatic LWC. The latter | WP. LWP can be estimated (see e.g. Szczodrak et al., 2001)
equates to using

. ; 5
LWC.h/ D T agcwh; ® LWPD 2 wreHI (11)

where ¢, is the rate of increase of LWC with height

(dLWC=dz, with units kgm #) for a moist adiabatic ascent ~ For a corrected LWP the cloud tap and the retrieved
and is referred to as the “condensation rate” in Brenguier(total) values should be used. Since the retrievgti /

et al. (2000), or the “water content lapse rate” in Painemalis likely to be underestimated due to the vertical penetra-
and Zuidema (2011). See Ahmad et al. (2013) for a derivalion depth bias, LWP would otherwise be underestimated and
tion. ¢y is a constant for a given temperature and pressurethe correct value can be obtained by using the parameterized
Allowing these assumptions, using Eq. (7) to substitute forfe.H/ instead.

re in EQ. (5) and combining with Egs. (1) and (8) we can

write 3 Data and methods
7 23 . .
D Qext 3f adCw Ng k /3h23dh (9) 3.1 Calculation of andre corrections
w
0 In order to calculate
23
D 3Qext 3fadCW Ng k /lﬂH 5:3: D re-H/ . (12)
> 4w Gre reH /1’
At this stageH is any arbitrary height above cloud base 4,
and is thus the optical depth between the cloud base and
that heightH can be expressed as a functiorrg(H ), K, dD X (13)
Ng and some constants by using Egs. (7) and (8). Then, given _ _ .
re(H )and , Ng can be calculated as follows: we have performede retrievals on idealized clouds us-
p ing a similar algorithm to that used for MODIS retrievals.

= f 1=2
Ng D _5 adCw .
2 k Qex'[ Wre.H /5

We produced idealized clouds that span a large range of
stratocumulus-like clouds as represented by combinations
of Ng and LWP. We chose 41 values betwdégnD 10 and

(10)

www.atmos-meas-tech.net/11/4273/2018/ Atmos. Meas. Tech., 11, 4273-4289, 2018



4276 D. P. Grosvenor et al.: Quantifying and correcting the effect of vertical penetration assumptions

1000 cm 2 that were equally spaced in log space and 91 val-
ues between LWP 20 and 200 gm? spaced equally in lin- ~ o
ear space. All of the possible combinations from this sam-
pling were used to sample the 2-D{, LWP) phase space.
For each combination, discretized adiabatic model pro les
following the form of those described in Sect. 1 (i.e. with
a vertically constanfNg and LWC that increases linearly
with height) were generated usiog D 1:81 10 Skgm 4,
fagD 0:8 and a vertical spacing of 1m. The droplet size
distributions at each height were represented by a modi ed
gamma distribution with & value of 0.72, i.e. representative
of an effective variance of 0.1. One-dimensional RT calcu-
lations, assuming plane-parallel clouds, were performed on
these pro les using DISORT (Discrete Ordinates Radiative
Transfer Program; Stamnes et al., 1988) radiation code in or-
der to simulate re ectances at wavelengths of 0.86, 2.1 and
3.7 um, matching those measured by MODIS to retrieve
andre over an ocean surface. Note that MODIS provides
re retrievals using both 2.1 and 3.7 um wavelengths, which
are hereafter referred to asy 1 andres 7 respectively. The
MODIS re3 7retrieval requires a correction to account for the
contribution to the observed radiance from thermal emission,
which is based on the observed 11 um radiance (Platnick and
Valero, 1995; King et al., 2015; Platnick et al., 2017). We ac-
count for this in our retrievals by removing the thermal con-
tribution during the RT calculation instead of via the 11 pm
radiance, which should produce a consistent end result. The
RT calculations were performed assuming a black surface, a . _ . ) _
clear atmosphere (i.e. gaseous absorption is neglected), usifiddU'® 1- Two-dimensional histogram @re as a function of for
a solar zenith angle (SZA) of 2@nd a nadir viewing angle. arange Of.CIOUdS (see tex) fgr the 2.1 ;n@nre_tnevgl (2) and t_he

. 3.7 um retrievalb). The black line is the mediage in each bin

Thes_e re ectance_; were then used to ret_rle\&ndre val- after smoothing over interval windows of 0.2. The white line is
ues using the Nakajima and King (1990) bispectral methode + tg the mean curve using Eq. (14).
as operationally used by MODIS. To do so, a lookup table
was built from re ectances calculated for a range of clouds
that were assumed to be plane-parallel in nature, as assumeed (after smoothing over windows of 0.2) and this is the
for the operational MODIS retrievals; i.e. these clouds wererelationship used in this papey.e is seen to decrease with
uniform in the vertical and horizontal with in nite horizontal with a gradient that decreases withSimilarly, Fig. 2 shows
extent. Again, a black surface andt@alue of 0.72 were as- d vs. , which also shows a tight relationship that is suited
sumed along with the same viewing geometry as for the RTto a 1-D parameterization. Fourth-order polynomial curves
calculations on the adiabatic clouds. A xed depth of 1km can be tted (using the least squares method) to the median
was assumed with cloud base at an altitude of 1 km and cloudalue relationships that take the form
top at 2 km, although the cloud depth has no major effect on 4 3 )
the re ectances generated for a giverandre. gre was then GreD a1 "Cag “Ca “Ca Ca; (14)
calculated using the retrieved and model tgpvalues. d

. and
was calculated by choosing the value from the model pro-
le of , as measured from cloud top downwards, that corre-q pp, 4Chg 3Chy, 2Ch; C by: (15)
sponded to the location where the model prarlematched
the retrievede.

Figure 1la shows a 2-D histogram @f values as a func- The coef cients of these ts are given in Tables 1 and 2
tion of for the 2.1 um retrieval. It shows that when plot- along with the maximum errors for the t (relative to the
ted in this waygre forms a fairly tight relationship with so mean or median line) for the range shown. The curves (white
that for a given only a small range ofje values are possi- linesin Figs. 1a and 2a) tthe mean data well with maximum
ble. This suggests that the relationship can be parameterizeabsolute differences of 0.001 and 0.09, respectively, for the
based upon a 1-D relationship tted to these data with little gre and d curves. However, there will be some error when
loss of accuracy. The median value of eadtin is also plot-  using this relationship (or the mean value relationship) due

Atmos. Meas. Tech., 11, 4273—-4289, 2018 www.atmos-meas-tech.net/11/4273/2018/
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Table 1. Coef cients for the tting curve (Eq. 14) to estimate the mediga value as a function of. The maximum absolute error between

the t and the median line is also shown.

Retrieval ay ag a a1 ap Maxabs
wavelength Jre €rror
2.1pum 2.413 10 1 2.467 10 ® 9.883 10 4 0.02049 1.244 0.001
3.7pum 5367 10 7 5.179 10 ° 0.00186 0.03038 1.217 0.003

Table 2. Coef cients for the tting curve (Eg. 15) to estimate the meanélue as a function of. The maximum absolute error between

the t and the mean line is also shown.

Retrieval by b3 by by bp Maxabs
wavelength error
2.1pm 3.174 10 & 3.931 10 4 0.021 0.5754 0.3216 0.09
3.7um 1.281 10 ® 1.099 10 3  0.03304 0.4168 0.6005 0.14

to the spread in thge and d values seen in the underlying
histograms.

Figures 1b and 2b show the same results for the 3.7 pm
retrieval. Again tight 1-D relationships are suggested. Here,
though,gre and d values are lower for a given and the
curves are steeper at lowervalues, but atten off much
more rapidly. By D 7:5 there is little dependence of @n

and d saturates at a mean value oP.6. The t estimates
for the curves (Egs. 14 and 15 and Tables 1 and 2) again
match the actual curves closely with a maximum absolute
erroringre and d of 0.003 and 0.14, respectively.

3.2 MODIS data

For the MODIS data we use 1 year (2008) of MODIS
Aqua data and follow a similar methodology to that used in
Grosvenor and Wood (2014) in order to create a data set akin
to the MODIS Level-3 (L3) product (King et al., 1997; Ore-
opoulos, 2005). We processed MODIS Collection 5.1 joint
Level-2 (L2) swathsinto 1 1 grid boxes. Joint L2 swaths
are subsampled versions of the full L2 swaths (sampling ev-
ery fth 1 km pixel) that also contains fewer parameters. We
process the data from L2 to L3 in order to allow the Itering
out of data at high SZAs and to provide botf 1 andrez 7
retrievals.

For this work we relax the screening methodology slightly
from that used in Grosvenor and Wood (2014) since here we

are interested in the effects of the vertical penetratigiias Figure 2. As for Fig. 1 except for d as a function of and using
upon a more general global data set. We applied the followgq. (15) for the white line.

ing restrictions to each 1 1 sample that goes into the daily

average (since multiple overpasses per day are possible) in

order to attempt to remove some artifacts that may cause bi-
ases:

1. At least 50 joint L2 1km resolution pixels from the

MODIS swath that did not suffer from sunglint were
required to have been sampled within each grid box.

www.atmos-meas-tech.net/11/4273/2018/

2. Atleast 80 % of the available (non-sunglint) pixels were
required to be of liquid phase based upon the “pri-
mary cloud retrieval phase ag”. Analysis was only per-
formed on these pixels. A high cloud fraction helps
to ensure that the clouds are not broken, since broken

Atmos. Meas. Tech., 11, 4273-4289, 2018
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(a) Number of days in dataset mean=16.4938
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(b) Mean optical depth mean=13.266

|
60°E 120°E 180°W

20 25

o

10 15

Figure 3. (a) Number of days in 2008 that ful lled the criteria required to be counted as a Mgjitetrieval. See the text for details on the
criteria. Various regions of interest are also denoted by the boxes and nu(hbéigan optical depth for data set with lItering criteria 1-7

applied (see text).

clouds are known to cause biases in retrieved optical
properties due to photon scattering through the sides
of clouds. Often retrievals dilq are restricted to high

cloud fraction elds for this reason (Bennartz, 2007; 5.
Painemal and Zuidema, 2011) and so we focus on such
data points here.

3. The only pixels used were those remaining after (2) for 6.
which the “cloud mask status” indicated that the cloud
mask could be determined, the “cloud mask cloudiness
ag” was set to “con dent cloudy”, successful simulta-
neous retrievals of both andre for the 2.1um chan-
nel were performed and the cloud water path con -
dence from the MODIS L2 quality ags was designated
as “very good con dence” (the highest level possible). 7.
This is a little different from the of cial MODIS L3
product where a set of cloud products are provided that
are weighted using the quality assurance (QA) ags.
Rather than weighting our L3-like product with the QA
ags we have simply restricted our analysis to pixels
with the highest con dence for water path.

on the assumption that SST does not vary signi cantly
over sub-weekly timescales.

Themeanl 1 SZAwasrestrictedto 65 following
the identi cation of biases in the retrieved re andNg
at high SZAs (Grosvenor and Wood, 2014).

1 1 grid boxes were rejected if the maximum sea-ice
areal coverage over a moving 2-week window exceeded
0.001 %. The sea-ice data used were the daily 1
version of the “Sea Ice Concentrations from Nimbus-7
SMMR and DMSP SSM/I-SSMIS Passive Microwave
Data, Version 1" data set (Cavalieri et al., 1996).

Only1l 1 grid points with mean > 5 were consid-
ered for theNy data set due to larger uncertainties from
instrument error and other sources of re ectance error
for andre retrievals at low (Zhang and Plantnick,
2011; Sourdeval et al., 2016).

Following this screening, the 1 1 grid boxes associ-

Atmos. Meas. Tech., 11, 4273—-4289, 2018

ated with each MODIS Aqua overpass were averaged into
. Themean1l 1 cloud top height (CTH) is restricted daily mean values for ocean covered surfaces only. Figure 3a
to values lower than 3.2km. This is done to avoid shows the number of days from the year of data examined
both deeper clouds for whicNgy retrievals are likely in this study (year 2008) that ful lled the above criteria and
to be problematic due to the increased likelihood of thus are likely to produce a goddy retrieval. Regions with

a breakdown of the assumptions required to estimatehigh numbers of days where uselly retrievals can be made
Ng, such as a constant fraction of the adiabatic valuehave been selected for closer examination in this study; they
for LWC and vertically constanlly, and increased re- are listed in Table 3 along with information on the mean and
trieval issues due to cloud heterogeneity. CTH is cal-maximum numbers of days of good data. The permanent ma-
culated from the MODIS 1 1 mean cloud top tem- rine stratocumulus decks are among those selected, namely
perature (CTT) and the sea surface temperature (SSThose in the SE Paci ¢ off the western coast of S. America
using the method of Zuidema et al. (2009). SST data(Region no. 1), in the SE Atlantic off the western coast of
were obtained from version 2 of the NOAA Optimum southern Africa (Region no. 2), off the coast of California
Interpolation (Ol) Sea Surface Temperature data setand the Baja Peninsula (Region no. 3), in the Bering Sea off
(NOAA_OI_SST_V2) that provides weekly SST data the SW coast of Alaska (Region no. 6) and in the Barents Sea
atl 1 resolution. This was interpolated to daily data to the north of Scandinavia (Region no. 8). These regions are

www.atmos-meas-tech.net/11/4273/2018/
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where the highest numbers of selected days occur with val- ;g ‘ ‘ ‘ ‘ ‘ ‘
ues ranging up to a maximum of 141 days (for the Bering =—2.1mm
Searegion). The Barents Searegion has the lowest maximun 1.7 ===3.7 mmf
number of days out of this group, re ecting the fact tizaf

retrievals cannot be made during a lot of the winter season ~
in this region due to a lack of sunlight. The Southern Ocean
(Region no. 5) and the NW Atlantic (Region no. 7) regions
frequently produce stratocumulus, although it is often associ- ~5 1.47
ated with the cold sectors of cyclones and so its location from
day to day is more transient. These regions are also affectec _,
by high SZAs in the winter seasons, which also restricts the 1.2f
number of retrievals possible there. The East China Sea re-
gion (Region no. 4) produces the lowest mean and maximum ~ 1.1f
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numbers of days since the stratocumulus areas are mosth 1 ‘ ‘ ‘ ‘ ‘ ‘
restricted to near the coast and occur mostly in the winter 0 5 10 5, 20 25 30 35
season. ¢

f Na \évaslcaliulgt(?ld for bothes 1 a"(‘jdé?; u_?;]ng Eq. 810) Figure 4. The ratios ofNg values from the standard MODIS calcu-
rom t e ,al y mean , .re an - This W"?\S ON€ ation (using the retrieverk for rg in Eq. 10) to those from the cor-
by using the retrieved value in Eq. (10) along with both  ected calculation (using the correctedfor rg as calculated from

the retrievedr value (i.e. assuming thag.H / Dre.H/ @s  the retrieved value angte; the gre values used are those shown by
is often assumed fd¥q retrievals) and by estimating.H / the black line in Fig. 1) vs. retrieved

using the retrieved, along with theg,e values that were cal-

culated as described above. This therefore gigdata sets

for the “standard” method and a corrected method, allowing Figure 3b shows the time—meanfor the data set as |-

the differences between the two to be examined. A similartered by criteria 1-7 above, i.e. to replicate the type of lter-

process was applied for the LWP retrieval. ing that would likely be performed fd¥q retrievals. Table 3
lists the regional means of these time—-mean values along
with the regional means of the standard deviations o¥er

4 Results time. It shows that the meanvalues of the tropical and sub-

tropical regions are generally lower than those at higher lat-

itudes. The East China Sea, Barents Sea, NW Atlantic and

Southern Ocean regions exhibit the highest mearalues

Following Eg. (10), the ratio between the uncorrected an
corrected\ 4 values can be shown to be

Ng J roH/ 52 ~ out of those examined and so should be expected to show the
N (uncomrected) e'H ;D g2 (16)  lowestNq biases due to the vertical penetration effect. The
d(corrected)  Te- SE Atlantic region (and the region to the west of Africa in

Figure 4 shows how the relativéy bias varies as a func- 9€neral) show low and can be expected to give hitja bi-

tion of retrieved when using are that has been corrected 25€s- Table 3 also lists the fraction of days for which 10
using thegre from Fig. 1 (mean curve, black line). AtD5 (I 10). D 10is the value above whidiq biases drop be-
the relative error is 46 % for thes 1 retrieval and 28 % for  10W 31 % for the 2.1 um retrieval and below 14 % fag 7

the res 7 retrieval. At higher the errors reduce rapidly but according to Fig. 4. _ _ ,
remain above 10 % for thesy 1 retrieval over the range Thusf 10 indicates the fraction of days for which daily
shown. For theeg 7 retrieval the relative error drops below Nd Piases will be greater than 31 % for that channel. The val-
10% for > 13. Thus, the overall degree of error due to Y€S N the table indicate that even in the least affected region

this effect will be determined by the distribution offor the ~ (Barents Sea) this will occur for 21 % of the days. For the SE

regions of interest, which we take into consideration here us£Atlantic and SE Paci c region the percentages rise to 69 %

ing MODIS data for a representatité; data set. and 53 % of the days, respectively. Thus, the vertical pene-

Alternatively, if the correction is formulated in terms of a tration depttNg bias is prevalent in all regions for whidity
correction to we obtain data sets are likely to be used and particularly so in the sub-

tropical stratocumulus regions wheMgq retrievals have been
Nd (uncorrected) 1=2 1= widely used and studied.
NP — Db —( a7 The overall bias is now estimated using 1 year of actual
Nd (corrected) d e overall bias is now estimated using 1 year of actua
MODIS data in order to obtain a realistic distribution of
The equation shows that, for a constant the relative  values. However, it should be noted that the data set used is
Ng bias due to an uncorrectedvalue would increase with deliberately Itered in order to only retain data points that
decreasing as d approaches zero. are likely to give usefuNy data, namely low liquid clouds
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Table 3. Regional statistics for the various marine stratocumulus regions shown in Fig. 3. Shown are the mean and maximum number of
days that ful Il the screening criteria in order to be considered as udgjuktrievals; the regional means and standard deviatiopef(the
time-averaged optical depths)(for the screened data set; and the regional mean of the fraction of days for whidéb f 1g), which is
calculated using only data from grid points for which the number of daysMgtdata was 15.

No. Region name Mean no. days Max no.days Mean f 10

1 SE Pacic 68.3 132 105 381 0.53
2 SE Atlantic 52.6 107 9.1 3.12 0.69
3 California 62.4 114 10.5 4.06 0.54
4 East China Sea 12.9 77 18.3 10.13 0.24
5 Southern Ocean 58.2 101 14.2 7.58 0.35
6 Bering Sea 73.4 141 13.6 6.84 0.36
7 NW Atlantic 64.3 90 15.9 9.22 0.29

8 Barents Sea 74.9 88 18.0 9.87 0.21

Table 4. Regional means of the predicted time—mean percentage biadgg and LWP due to the vertical penetration depth error and
regional means of the relative (percentage) standard deviations (over time) of the perbgntangel WP biases (i.e. regional means of the
values in Fig. 6 and the equivalent for LWP). Bias results are shown for both the 2.1 and ther3.i&mevals.

2.1um %Ng biases | 3.7um %Ng biases | 2.1pm % LWP biases| 3.7 um % LWP biases

No. Region name Mean bias (%) (%) | Mean bias (%) (%) | Meanbias (%) (%) | Mean bias (%) (%)
1 SE Pacic 31.9 21.7 15.0 37.0 104 18.2 54 33.6
2 SE Atlantic 34.5 18.6] 17.1 32.0 111 15.5 6.1 29.0
3 California 32.0 22.3 15.1 375 10.4 18.8 5.4 34.2
4 East China Sea 24.6 361 10.7 535 8.3 31.3 3.9 495
5 Southern Ocean 275 316 12.1 49.0 9.1 27.2 4.4 45.1
6 Bering Sea 28.0 29.5 12.4 46.6 9.3 25.3 4.5 42.8
7 NW Atlantic 25.9 34.3 11.2 52.1 8.7 29.7 4.1 48.0
8 Barents Sea 23.7 37.4 9.9 56.0 8.0 324 3.6 51.6

with extensive 1 1 cloud fractions, i.e. predominately conrmed by the mean values shown in Table 3. The biases
stratocumulus. This is done in order to assess biases for thior therqz 7 retrieval display the same spatial patterns as for
types of clouds thalNy data sets will typically be used to re2 1, but are signi cantly lower; the mean value in the region
study. with the maximum bias (SE Atlantic, Region no. 2) is 17 %
Figure 5 shows a map of the mean percentage biases arahd in the region with the lowest bias (Barents Sea, Region
Table 4 gives the regional means of the values in the mapno. 8) itis 10 %.
Considering rstly the biases for they 1 retrieval, the bi- The regional mean LWP biases are also listed in Table 4.
ases are highest in the tropics and subtropics. The regionalhey are negative since ag underestimation from the ver-
mean bias is 34.5 % for the SE Atlantic region (Region no. 2),tical penetration effect leads to an LWP underestimate (see
which is the stratocumulus region that seems to suffer theEg. 11). The biases are also smaller in magnitude than for
most. The biases are a little lower for the other major stra-Ng due to the smaller sensitivity of LWP tQ inherent in
tocumulus regions; e.g. for the SE Paci c region (Region the latter equation. They are anticorrelated with khebi-
no. 1) and the Californian region (Region no. 3) the meanases such that the region with largkt bias (SE Atlantic)
biases are 32 %, although the biases increase further wedtas the largest negative LWP bias 011.1 %. The smallest
where the dominant cloud regime tends to shift towards tradanagnitude bias occurs in that Barents Sea regidh%o).
cumulus clouds. The remaining regions all have mean biases It is also useful to know how variable the biases are from
of 24-28%. The Barents Sea region (Region no. 8) has alay to day for a given point in space since this will determine
value of only 23.7 %, representing the stratocumulus regiorhow useful the application of a single offset bias correction
with lowest mean bias. These results indicate highgal- might be for correcting\y biases for daily data. Figure 6
ues for the clouds in the East China Sea, Southern Ocearshows the time variability of the bias in the form of the rel-
Bering Sea, NW Atlantic and Barents Sea regions relative toative standard deviations (over time) of the percentsdge
the Californian and SE Paci ¢ stratocumulus regions, with biases. It reveals that the percentage bid$4menerally has
the SE Atlantic region exhibiting the lowestvalues. Thisis  a larger relative standard deviation at latitudes above around
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Figure 5. Maps of the annual mean percentage error for uncorrédgeetrievals using a year (2008) of daily MODIS data that have been
Itered to select data points in whicN retrievals are favourable and therefore most likely to be usel faiata sets (see text for details).
The left plot shows the results for thgy 1 retrieval and the right for the,3 7retrieval.

Figure 6. As for Fig. 5 except showing the relative (as a percentage) standard deviation of the perdégth@es over time, i.e.
9% bias>0 bias.

40 with values typically ranging up to around 30-50 % (of biases tend to occur in the DJF season for the SE Paci ¢ and

the mean percentadé¢y bias) for the 2.1 um retrieval. Rela- SE Atlantic stratocumulus regions, indicating thavalues

tive variability is greater for the 3.7 um retrieval, perhaps dueare lower in DJF for those seasons. The September—October—

to the much lower mean percentage errors. Some of the seNovember (SON) season also generally produces higher bi-

lected regions show more variability than others, in particularases than March—April-May (MAM) and June—July—August

the Barents Sea and East China Sea regions. (JJA) for those regions, particularly for SE Paci c. For the
Table 4 gives the regional means of the relative standardast China Sea region the biases are lower in SON and DJF

deviations revealing values that range from approximately 2Gseasons than in the other seasons. We note that there are little

to 40 % of the mean percentage biases for the 2.1 uym retrievalata in this region for JJA since there are few low-altitude

and 30-60 % for the 3.7 um one. This shows that the applicaclouds with large regional liquid cloud fractions there in this

tion of a single annual mean offset bias correction is likely to season. Either the other regions do not show a large amount

lead to fairly large biases for tHéy estimates for individual ~ of seasonal variability oNy data are only available for part

days for regions where the mehig errors are signi cant. If  of the year due to a lack of sunlight in the winter months.

daily data are used to determine relationships between cloud

properties an®ll 4 without correcting for the biases examined

here then signi cant variability ifNg might be introduced 5 piscussion

that may affect those relationships via non-linear effects.

Figure 7 shows how the percentaggbiases change with  There are some caveats to the results that we presented here
season for thee 1 retrieval only. Interestingly, the highest that we now discuss. We have shown that, theoretically, the
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Figure 7. Seasonal mean percentddg biases for theg, 1 retrieval only.

effect of retrieving a lowere than the cloud tope can be  for the 2.1 um retrieval and 0.3% ( 0.66 % was the most
corrected for by simply replacing. with the parameterized negative difference) for the 3.7 um one. Therefore, the effect
cloud top version or by removing dfrom the observed . of ¢y changes is relatively minor. These results would also
However, this rests upon the parameterizations being valicapply for equivalent changes in the cloud adiabaticity (i.e.
across all of the cloud types relevant for tNhg and LWP  the value off 5g).
data sets. The relationships are based on the retrigvied The modelling of the idealized clouds and the correction
a range of clouds, although only for a nadir viewing angle rests on the assumption thatincreases monotonically with
and a SZA of 20. Platnick (2000) showed that chas some  height within the cloud (following the adiabatic assump-
dependence on viewing geometry and so the consideration dfon), but there is some suggestion that the development of
a wider range of view and SZAs should ideally be made.  precipitation-sized droplets might lead to larger droplets be-
In addition, a liquid water condensation ratg,) value ing preferentially found below cloud top (Chang and Li,
of 1.81 10 Skgm “was assumed for the model adiabatic 2002; Nakajima et al., 2010a, b; Suzuki et al., 2010). How-
clouds, which corresponds to a cloud temperature of 278 Kever, Zhang et al. (2012) found that MODIS retrievals of
at a pressure of 850 hPa. In reality, cloud temperatures ands performed on model-generated clouds were not signi -
hencecy, will vary, mainly as a function of cloud temper- cantly affected by the presence of precipitation. Also, during
ature. We have performed sensitivity tests using a value othe VOCALS eld campaign in the SE Paci c region, air-
1.0 10 Skgm 4, which corresponds to a cloud tempera- craft observations showed thatgenerally did increase with
ture of 262 K. This is likely to be close to the coldest tem- height up to cloud top (Painemal and Zuidema, 2011), indi-
perature attained by boundary layer clouds over the oceanesating that this is not a problem at least for the near-coastal
that are coupled to the surface, which are generally the typeslouds tested. Further offshore the likelihood of precipitation
of clouds for which the droplet concentration retrievals areincreases as clouds become more cumulus-like and so for
applied. The results (not shown) reveal mean differenceghose clouds the issue may be greater and hence more caution
(across the values tested) in the mean tine (i.e. the white  should be exercised when interpreting the results presented
line in Fig. 2a) of 4.2 % (the maximum difference was 10 %) here for such regions.
forthe 2.1 um retrieval and 3.6 % (maximum of 7.6 %) forthe  Evaporation effects related to entrainment also have the
3.7 um one. Fogye the differences were of the opposite sign potential to reduces, Ng and LWC near cloud top and hence
and much smaller, with mean differences in the medjan  negate some of the assumptions upon whiciNpeetrievals
line of 0.45% (the most negative difference wa®.6 %) rest. However, we argue that the entrainment effect ugon
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is likely to be minimal for two reasons: rstly, the evidence is known that subpixel heterogeneity effects tend to cause a
suggests that for stratocumulus clouds extreme inhomogepositiverez 1 bias relative tae3.7(Zhang et al., 2012). We ar-
neous mixing occurs at cloud top, which reduces the LWCgue, though, that the vertical strati cation effect occurs in
andNy, but does not change (Burnet and Brenguier, 2007; addition to other effects (e.g. heterogeneity) with the lat-
Brenguier et al., 2011; Painemal and Zuidema, 2011). Secter cancelling out and often exceeding the former such that
ondly, the results of Painemal and Zuidema (2011) indicatethe positive difference betweeg, 1 andres.7would be even
that entrainment occurs within approximately the rst 0.5 op- larger without the vertical strati cation effect. The cancella-
tical depths from cloud top on average; the penetration depthtion of biases may also explain why VOCALS aircraft mea-
calculated here are considerably larger than this for reasonsurements (Painemal and Zuidema, 2011) tended to show
ably thick clouds (Fig. 2). The effect of the reduddd and thatrez 1 andrez 7were very similar.

LWC within the entrainment zone is not so clear-cut; this We also note that there are many situations when the ex-
would negate the assumption of a vertically conshégpaind pected result due to vertical strati cationigfdoes occur (i.e.
monotonically increasing LWC used to formulate the total  re3.7>r e2.1), @s demonstrated in Painemal et al. (2013) and
However, given the likely small contribution from the en-  Fig. 8. This shows ratios betweegg 7 andrez 1 for an ex-
trainment region relative to the totaJ this effect is likelyto ~ ample MODIS scene in the SE Paci ¢ stratocumulus region.
be small. Ratios using the uncorrected MODIg values are shown,

It is also clear that the suggested correction for the verti-which shows that the ratio exceeds 1 for most of the stratocu-
cal penetration effect should only be applied to the retrievalsmulus cloud region (the clouds that adjoin the coast) with
of Ng with consideration of other bias sources. These otheratios ranging from around 1.1 to 1.2. In the more broken
potential error sources are numerous and includbiases  clouds the ratio is less than 1, which is likely a result of cloud
due to subpixel heterogeneity (Zhang and Plantnick, 2011heterogeneity. However, it would be expected tNat re-
Zhang et al., 2012, 2016), 3-D radiative effects (Marshaktrievals would not be applied to such clouds. The gure also
et al., 2006), assumptions regarding the degree of cloud adishows the ratios calculated usings 7 andre 1 values that
abaticity € ag in Eq. 10; Janssen et al., 2011; Merk et al., have been corrected using thg factors. If the differences
2016), the choice ok value (assumed constant; Brenguier betweerre3 7andreo 1 were caused by vertical strati cation
etal., 2011; Merk et al., 2016), the assumption of a verticallyalone and our parameterization were correctly predicting the
uniform Ng, the assumed droplet size distribution shape andcloud topre for both MODIS channels, then this ratio should
width (Zhang, 2013), viewing geometry effects (Varnai and be equal to 1. This is the case for the clouds close to the coast,
Davies, 1999; Horvéath, 2004; Varnai and Marshak, 2007;indicating that our parameterization is working well for these
Kato and Marshak, 2009; Liang et al., 2009, 2015; Di Giro- clouds. The ratios are a little higher than 1 further north and
lamo et al., 2010; Maddux et al., 2010; Liang and Girolamo, west (around 1.05-1.08) indicating that either our parameter-
2013; Grosvenor and Wood, 2014; Bennartz and Rauschization is not working correctly for these clouds or other fac-
2017) and upper-level cloud and aerosol layers (Haywoodors are causing relative differences betwegfy andrep 1
et al., 2004; Bennartz and Harshvardhan, 2007; Davis et al.(e.g. subadiabaticity, cloud heterogeneity). Figure 9 shows
2009; Meyer et al., 2013; Adebiyi et al., 2015; Sourdeval the percentage of pixels for whialaz 7> r ¢2.1 for 90 days
etal., 2013, 2016). These errors have the potential toNdias of MODIS SE Paci ¢ observations divided into four differ-
in a way that opposes the positive bias expected from the verent heterogeneity bins. Heterogeneity is characterized by the
tical penetration effect such that the overall biases may canH parameter (Liang et al., 2009), which is the standard de-
cel out. Indeed, the largest source of errolNiis likely that  viation of the 250 m resolution 0.86 um re ectand®ofge)
from re biases given the sensitivity &g to re in Eq. (10).  divided by the meamRg:gs. It is clear that for many regions
MODIS r¢ has generally been shown to be biased positivelyrelativere values that are consistent with an adiabatic pro-
compared to aircraft observations (Painemal and ZuidemaJe occur more than 50 % of the time, particularly when the
2011; King et al., 2013), which would lead to a negatit¢ =~ cloud heterogeneity is low. This suggests that it may be pos-
error when taken alone. Thus, the application of the correcsible to useH to determine the situations in which the bias
tion described in this paper in isolation has the potential tocorrection is more applicable. However, it is hard to de ni-
enhance any negative biashiy caused by a positive bias.  tively prove our argument within the scope of this study,

Our paper quanti es the vertical penetration bias in isola- particularly for more heterogeneous regions, since it would
tion to the other effects mentioned above. It should be queslikely require computationally expensive 3-D RT modelling
tioned, though, whether the presence of cloud heterogeneitpf known cloud elds (e.g. from LES models), followed by
and other effects somehow prevent the effects of the vertite and retrievals.
cal strati cation from in uencing the retrieveds, making it Painemal and Zuidema (2011) actually demonstrated that
irrelevant. This could be a potential explanation for why it MODIS Nq agreed rather well wittNg from aircraft for the
is often observed thate 1 is larger tharnrez 7 (Zhang and  SE Paci c region despite a fairly large positive bias; this
Plantnick, 2011) in contrast to the direction expected fromwas thought to be due to the fortuitous cancellation of (for
adiabatic clouds given the vertical penetration effect, since itNg) there bias with biases in thke parameter anél;q. How-
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Figure 8. Ratios ofrg3.7t0 rep 1 for a MODIS snapshot scene from the Southeast Paci ¢ stratocumulus region from 16 Juné20Uking
uncorrectede values.(b) Usingre values that have been corrected using the parameterizatiogg f@or bothrgz 7andreo 7). A ratio of

1 is expected for the plot on the right if the relative differences betwggnandreo 1 are caused by vertical strati cation alone and if the
parameterization is correctly predicting the relative differences.

Figure 9. The percentage of pixels for whialaz 7> r ¢ 1 for 90 days (January, February and March of 2008) of @ekolution MODIS
Collection 6 observations for the SE Paci c stratocumulus region. Only single layer liquid clouds are included and data points have been
Itered to exclude < 5 and partially cloudy pixels. The four panels are for four different bins of the heterogeneity parameter (the standard
deviation of the 250 m resolution 0.86 um re ectance divided by the mean re ectance) with bin ranges labelled in square brackets above the
panels and thg andy axes in degrees longitude and latitude, respectively.

ever, the agreement between aircraft and MODI$Sseen  discussed here were also applied. Table 4 indicates that the
in Painemal and Zuidema (2011) would deteriorate if a cor-result would be a MODI®Ny underestimate of around 32 %
rection for theNg bias due to the penetration depth effect (average for SE Paci c, Region no. 1) for the 2.1 um retrieval,
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assuming perfect initial agreement. This indicates that an-
otherNgy bias may have been operating in order to give the
good observed agreement.

The MODIS retrieval uses re ectances from both a visible
and a SWIR wavelength channel, with the former being pri-
marily determined by and the latter by.. However, a bis-
pectral retrieval is used and so there is also some sensitivity
of the retrieved to the SWIR re ectance, which will be rep-
resentative of thee below cloud top due to the vertical pen-
etration effect. This, combined with the fact that the MODIS
forward retrieval model assumes a vertically uniform cloud,
will result in the retrieved being biased relative to the real
value (assuming the real cloud has an adiabatic pro le). Fig-
ure 10 shows the difference between the retrieved and model
prole ;the bias is negative and smaller in magnitude than
59% for the 3.7 um retrieval. They are slightly larger for the
2.1 pm retrieval, but still lower in magnitude than 5 %, except
atre. 7um. Although it should be noted that some of this
bias may be due to other causes related to the inconsistencies
between the vertically uniform and adiabatic models rather_. . .
than there vertical penetration bias. Since the retrievégis Flgure 10. Percentage bias (retrleved vs. actual value from the

- = input model pro le) as a function of andre.
proportional to the square root of this will lead to smalNg
biases. Biases in LWP will be similar to those isince LWP
is proportional to , butre biases are still likely to dominate
(e.g. see Fig. 1). Thus, we have not pursued this further. 6 Conclusions

In this paper we have only considered retrievals over the
ocean, although retrievals over land forandre are avail-  We have described and quanti ed a positive bias in satellite
able for MODIS. MODIS surface albedo uncertainties areretrievals of cloud droplet concentratiod{) and liquid wa-
likely to be much higher over land than over the oceans (Kingter path (LWP) that make use of the adiabatic cloud assump-
et al., 2004; Rosenfeld et al., 2004; Bréon and Doutriaux-tion to estimate these quantities from satellite-observed cloud
Boucher, 2005) since the surface albedo is much more varieptical depth (), effective radiusi) and cloud top tempera-
able over land. In addition, cloud masking is more dif cult ture. We term the bias the “vertical penetration bias”. It arises
over land, particularly over non-vegetated surfaces, transidue to the well-documented vertical penetration of photons
tional areas between desert and vegetated surfaces and abovgh wavelengths in the shortwave-infrared range into the
high-altitude regions (Platnick et al., 2003). We have ignoredupper regions of clouds, so that retrievals are representa-
land regions in order to avoid such complications and alsative of values some distance below cloud top (Platnick, 2000;
because stratocumulus clouds are more prevalent over oced@ennartz and Rausch, 2017) rather than being those at cloud
regions (Klein and Hartmann, 1993; Wood, 2012). However,top as assumed by tiNy and LWP retrievals. Here we quan-
the results shown in this paper may still apply over land.ti ed the optical depth as measured from cloud top down-
The results of Rosenfeld et al. (2004) and Platnick et al.wards, d, at which the retrieved. equaled the actual for
(2017, their Fig. 14) suggest that surface albedo uncertainadiabatic clouds covering a large range of total cloud optical
ties are more important at lower optical depthsy) and for  depths andNg4 values. We showed that knowledge of dl-
the 2.1 um retrieval (relative to the 3.7 um one). Thus, forlows a correctedNy to be calculated by subtracting drom
thicker clouds and the 3.7 um retrieval land surface albedahe observed and using that in thélg retrieval instead of .
issues may be less problematic. We characterized das functions of for the 2.1 and 3.7 um

Finally, we note that the thermal emission correction for re retrievals fe2.1 andre1 .6 respectively) and found that a
the MODISre37 (see Sect. 3.1) retrieval has some uncer-1-D relationship approximates the modelled data wellirnd
tainty that should be considered; the uncertainty for this iscreases with and is larger fore 1 than forrez 7and so the
included (combined with other uncertainties) in the MODIS vertical penetratioiNy bias affects retrievals based o 1
Collection 6 pixel level uncertainty products (Platnick et al., more than those usings. 7z Similarly, we also parameterized
2017). It is possible that effects additional to those included,the true cloud top effective radiuss(H/ ) as a function of the
such as cloud heterogeneity and surface heterogeneity, magtrievedre and , allowing both a correcteNy and LWP to
further increase the uncertainty beyond that estimated in thée calculated by using..H/ instead of the retrieved value.
MODIS products, but these are currently not well docu- Boththe d andre correction methods give similar results for
mented. theNgq retrievals suggesting that the latter is preferable since
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it also allows for a correction to LWP. However, for some that another unidenti edNg bias may have been operating in
applications it may be useful to be able to parameterize d order to give good agreement.
We quanti ed the vertical penetratioNg bias for 1-year Previous studies have shown thas 7is less prone to bi-
Ng and LWP data sets. The corrections presented here sugses due to subpixel averaging (Zhang and Plantnick, 2011,
gest thatNg and LWP errors will increase as thevalue Zhangetal., 2012, 2016). Thus, combined with the work pre-
of the cloud scene gets lower. For many regions that aresented here, this supports the conclusionitgatlikely rep-
considered trustworthy fddg and LWP retrievals (typically resents a better choice for useNg and LWP retrievals.
stratocumulus regions), there are high frequencies of low  For future work, it is recommended that additional charac-
values and thé\y biases are signi cant. For example, for terization of d andgye is performed for a range of viewing
the SE Paci c and SE Atlantic regions clouds with 10 geometries in order to ensure that the results presented here
(for which Ng errors are expected to be31 % forrez.1 and are robust for all cloud retrievals. The use of 3-D radiative
15 % forres,7) occur, respectively, 53 and 69 % of the time transfer calculations and simulated retrievals upon known
on average. The meamy. 1 vertical penetratiolNy biases for  LES model elds would also be useful for investigating how
these regions were 32 and 35 %, respectively. Out of the straheterogeneity effects might interact with the vertical pene-
tocumulus regions examined, these two were the worst aftration effects. Further investigation into how the presence of
fected. Forre3.7the Ny biases were much smaller; for exam- precipitation affects our assumptions and results is also war-
ple, mean biases for the SE Paci ¢c and SE Atlantic regionsranted.
were 15 and 17 %, respectiveliy biases were predicted
to be worse for the tropical and subtropical regions than for
higher latitudes. The time variability of the biases were alsoData availability. The data set is built from publically available
examined and were shown to be signi cant (regional meanMODIS Level-2 data (Collection 5). The MODIS data were ob-
standard deviations of 19-37 and 32—56 %rfor; andres 7, tained from NASAs Level 1 and Atmosphere Archive and Distri-
respectively). This indicates that long-term averages of théz)gtli‘;;‘ Zg;zmé'l-AsASDTs \r/‘gFggt':‘j(ssvé?rba”;;‘m}”ea;?ag%ﬁ Y Nb';?&
;’:Crgﬁgll\f’fggtt;ag\?g:ﬁﬁf t?rﬂrefﬁgf’enss(‘;‘_rg_'ﬂu‘ff;‘ﬁ;; e NOAA/OAR/ESRL PSD, Boulder, Colorado, USA, from their web-
. . ) site at http://www.esrl.noaa.gov/psd/ (Reynolds et al., 2002).
also examined the Seaso”a"tY of tNg biases and showed Other data sets used in this article are available upon request to
that, for the stratocumulus regions, generally the DJF seasofe corresponding author.
was worst affected, followed by SON.
LWP biases were of a lower magnitude than those\fgr
and were negative. The largest biases were again for the Sgythor contributions.DPG developed the concepts and ideas for
Atlantic region where the mean bias wad1.1% and the  the direction of the paper, performed the error calculations using
smallest for the Barents Sea regior8%). Biases were also the MODIS data, produced the gures and wrote the manuscript.
lower when usingez 7with a maximum (most negative) bias OS performed the retrievals upon the idealized adiabatic clouds. All
of 6.1%. authors provided additional input and comments on the paper during
We caution that the correction for thig and LWP vertical ~ the paper writing process.
penetration biases presented here should only be considered
in combination with corrections for other biases that affect
andre. Zhang et al. (2016) suggest a correction for the
subpixel heterogeneity bias effect, but corrections may no
currently exist for all biases and it is likely that some uniden-
tied biases still exist. Therefore, we recommend that OurAcknowledgementsDanieI P. Grosvenor was funded by both the

Correcti(_)n s Currentl.y_or?Iy appli(?d to homogeneous (_:IOU(_jUniversity of Leeds under Paul Field and from the NERC funded
scenes in o_rder to minimize pos.S|bIe entanglgments with bisp~gg programme via NCAS. Odran Sourdeval was funded by
ases resulting from heterogeneity effects, which are not acme Federal Ministry for Education and Research in Germany
counted for. Such conditions can be obtained by limiting re-(BMBF) in the High De nition Clouds and Precipitation for
trievals to associated heterogenetty { values (available in  Climate Prediction (HD(CP) project (FKZ 01LK1503A and
MODIS MYDO06 Collection 6 products) to less than about 01LK1505E). Robert Wood's contribution was supported on NASA
0.1. OtherwiséNgq and LWP biases could be made worse, for award number NNX16AP31G.

example, in situations where the fortuitous cancellation of

opposing errors leads to initially smally errors. The latter ~ Edited by: Andrew Sayer

was suspected to have occurred for the comparison betweeReviewed by: Zhibo Zhang and one anonymous referee

MODIS Nq retrievals and in situ aircraft observations as pre-

sented in Painemal and Zuidema (2011). We showed that the

SE Paci ¢, which is the region examined in that study, had

a mean vertical penetration depth error of 32 %, suggesting
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