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Abstract 

Development of artificial intelligence (AI) modules should rely 
on technical progress, but also on users’ needs. Our objective 
is to identify criteria that make a hypothetical AI module desir-
able for general practitioners (GPs). Method: random selection 
of 200 French GPs, and paper-based questionnaire. Results: 
the population was representative. GPs expect AI modules to 
diagnose or eliminate an urgent pathology for which they are 
not competent and for which specialists are not available. They 
also demand interoperability, automated electronic health rec-
ord integration and facilitated information sharing. GPs would 
like AI modules to make them save time, simplify some proce-
dures and delegate tasks to the secretary. They expect AI mod-
ules to allow them to associate the patient with the care, to re-
assure him or her, and to personalize the care. Interestingly, 
GPs would also rely on a machine to cut off abusive requests, 
such as work stoppages or certificates of convenience. 
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Introduction 

Intelligence denotes as a set of mental capacities for reasoning, 

problem solving and learning; an ability to integrate cognitive 

functions such as perception, attention, memory, language, or 

planning [1]. Artificial intelligence (AI) refers to the ability of 

a process to respond to environmental stimuli (or new data) in 

a manner whose results are comparable to that of human beings 

[2].  

The first level of AI consists in setting up an inference engine 

connected to a knowledge base explicitly described by experts. 

This inference engine analyzes the data it receives and can, for 

example, issue a detailed message. This type of AI module is 

currently widely deployed in healthcare. The second level of AI 

takes advantage of machine learning techniques. A first step 

consists in automatically generating the rule base, generally in 

the form of predictive models, by using a learning dataset. The 

second step is then similar to the one described in level 1 AI. 

This second level takes advantage of deep learning methods. 

In healthcare, AI is mainly used to support medical decision. 

More precisely, it can be used for disease screening or triage, 

diagnostic assistance, risk analysis, or assistance in setting up, 

adapting and monitoring treatment [3]. 

The applications of AI in healthcare are ubiquitous. We will cite 

a few examples here. In any case, it is important to keep in mind 

that the outputs proposed by AI modules are subject to error, 

and most of the time do not aim at replacing a health profes-

sional, but only at helping him/her, or saving time [3]. AI ap-

plications are numerous in imaging. They are also developing 

in ophthalmology for the screening and diagnosis of glaucoma 

[4] and diabetic retinopathy on fundus photographs. Applica-

tions also exist in oncology [5], in cardiology [5], in suicide 

prevention [6] or in the COVID-19 pandemic [7]. 

Some medical devices with artificial intelligence are also in-

tended for use in general medicine. We can mention “intelli-

gent” stethoscopes, which automatically classify the sounds 

heard during pulmonary auscultation [8] or cardiac auscultation 

[9], with the possibility of remote transmission. Automated 

electrocardiogram (EKG) interpreters have also invaded the 

daily life of general practitioners (GPs) [10]. In France in 2018 

already, a quarter of French GPs were equipped with electro-

cardiographs with automated interpreters [10].  

The development of health technologies follows a technology-

driven process: researchers make a technique possible, evaluate 

it, and then an industrialist manages to raise funds to finance a 

product development. Usability evaluations of an AI module do 

exist [11], but they remain relatively rare. 

It seems to us that the process is first technical, then financial, 

but does not necessarily stem from a user need. We have been 

asked to develop products that are technically feasible, but to-

tally unrealistic in terms of workflow, such as the automated 

interpretation of an ultrasonographic image, when it is obvious 

that only an experienced sonographer is capable of capturing 

the image to be analyzed, and that this same person no longer 

needs an AI module to interpret it. Many technically mature 

processes may not find a market if they do not meet a need, or 

meet it in a non-useful or non-acceptable way. 

Our hypothesis is that the acceptability criteria of an AI module 

should be clearly identified before seeking to develop it. Our 

objective is therefore to identify the domain-independent crite-

ria that would make a hypothetical AI module desirable for 

GPs. 
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Methods 

Design of the questionnaire 

The questionnaire was defined by the authors. It was tested with 

8 other GPs and iteratively improved. It includes a part allowing 

to describe the interviewed practitioner. The main part of the 

questionnaire consists of a set of 7-modality Likert scales. The 

main question is: “Imagine in the future a hypothetical device 

with a diagnostic or therapeutic decision support module (e.g., 

EKG or otoscope with computerized interpretation). This ex-

cludes web sites and medical biology sample analysis. For each 

of the following features, assuming it applies to this hypothet-

ical device, would it encourage you to purchase such a device 

or not?” The items then proposed can be seen in table 2 of the 

results section. The 7 possible responses are for each item (for 

some statistical analyses, we will use the number in brackets):  

� I would never buy it (-3) 

� I am very discouraged (-2) 

� It discourages me a little (-1) 

� It has no impact (0) 

� It encourages me a little (+1) 

� It strongly encourages me (+2) 

� I would definitely buy it (+3) 

Intentionally, the term “artificial intelligence” is never used in 

the questionnaire, because from our previous experience its def-

inition is not clearly known by practitioners, and this term is 

subject to fantasies. 

Recruitment of participants 

Participants were randomly drawn from a national directory of 

GPs. A paper letter with a pre-stamped return envelope was sys-

tematically sent to them. As the survey was strictly anonymous, 

all included GPs (even those who had responded) were called 

back by telephone after 2 weeks to improve the response rate. 

Data analysis 

Descriptive analyses were performed for each variable. The 

items evaluated using Likert scales were classified according to 

the mean numeric answer: “incentive items” from +3 to +0.7, 

“neutral items” from +0.7 to -0.7, and “deterrent items” from -

0.7 to -3. 

We tested the independence between each Likert scale (using 

its numeric value) and the participant’s sex, the urban location 

of the practice, and the participant’s age. Only statistically sig-

nificant results were then reported. 

Statistical analysis 

Categorical variables were expressed in numbers and percent-

ages. Quantitative variables were expressed as mean and stand-

ard deviation (SD) if the histogram revealed a symmetrical pat-

tern distribution, and median first and third quartile (Q1, Q3) 

otherwise. 

The independence between a quantitative variable and a cate-

gorical variable was tested using Welch’s t-test. The independ-

ence between two quantitative variables was tested using Pear-

son's correlation coefficient nullity test. 

Statistical tests were bilateral. The p values were considered 

significant at the 5% threshold. 

Results 

Analyzed questionnaires 

Two hundred GPs were randomly selected. All of them were 

sent the questionnaire. No mail was returned in error. Among 

them, 139 (69.5%) answered the survey. Thirteen question-

naires (9.3%) were excluded because of poor quality (e.g., all 

the answers to Likert scales were identical). In total 126 ques-

tionnaires could be analyzed. 

Participants’ characteristics 

There were 66 (52.4%) women, the average age was 47.8 years 

(SD=11.2). Men were significantly older than women (50.5 vs 

45.4, p= 0.011). Among participants, 88 (71.0%) worked in a 

group practice, 32 (25.8%) worked alone, and 4 (3.2%) worked 

in another organization. The practice location was urban in 90 

cases (71.4%), semi-rural in 30 cases (23.8%) and rural in 6 

cases (4.8%). Participants were significantly younger in urban 

practices than in rural or semi-rural practices (respectively 45.5, 

52.0 and 54.0 years, p=0.0006).  

Table 1 reports the devices the GPs report having already used 

or had at disposal during consultations. 

Table 1 – Devices with AI that GPs already used 

Device N (%) 
EKG with computerized interpretation 46 (36.5%) 

Connected blood pressure monitor 8 (6.3%) 

(Semi-)automatic defibrillator 8 (6.3%) 

Connected saturometer 3 (2.4%) 

Connected bathroom scale 2 (1.6%) 

Connected glucose meter 1 (0.8%) 

Connected thermometer 1 (0.8%) 

Connected smart stethoscope 0 (0.0%) 

Dermatological pathology diagnosis  0 (0.0%) 

 

Practitioners’ attitude toward AI modules characteristics  

Table 2 reports the 33 items that were evaluated using Likert 

scales. Items are sorted according to the average of the answers 

analyzed as numbers ranging from “-2 (I would never buy it)” 

to “+2 (I would definitely buy it)”. 

“Incentive items” (Table 2) relate to AI modules that: 

� Enable to make or eliminate an urgent diagnosis 

� Enable to make a diagnosis for which the GP is not 

competent, or for which no specialist is easily availa-

ble 

� Enable to register information in the electronic health 

record (EHR) or to send information to healthcare 

professionals 

� Enable to simplify a procedure, save time, spend 

more time with the patient, or delegate tasks to the 

secretary 

� Enable to predict a risk category or to perform per-

sonalized medicine 

� Enable to involve the patient and reassures him/her 

� Enable to cut short patients’ abusive requests (e.g.: 

certificates, work stoppages, etc.) 

� Train the GP him/herself 
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 “Deterrent items” (Table 2) relate to AI modules that: automat-

ically trigger an emergency call, automatically decide without 

the GP intervention, make a diagnosis for which the GP is al-

ready competent, or can be used by the patient in the waiting 

room. 

“Neutral items” (Table 2) relate to: 

� Reputation with patients, “high tech” image of the 

practice, patient entertainment 

� The way the information has to be captured, the need 

for training, the use of personal smartphones 

� The economic model of the device 

� The digression ability of the device 

Table 2 also shows that many items are preferred by young 

GPS, and that some items are preferred according to the gender 

or the practice location. 

Figure 1 enables to visualize the proportion of each answer 

(shortened wordings were used; refer to Table 2 to read com-

plete wordings). 

Table 2 –Results analysis of Likert scales: “Would this feature encourage you to, or discourage you  
from purchasing this module?” 

Form 
order Item Mean Conclu-

sion Preferred by 

9 It quickly eliminates an urgent diagnosis 2.25 Incentive - 

10 It quickly makes an urgent diagnosis 2.19 Incentive young (p=0.003) 

21 It automatically adds information to the patient's electronic records 1.86 Incentive young (p=0.01) 

20 It allows me to quickly share an examination result with colleagues 1.80 Incentive - 

1 It makes a diagnosis for which I am not competent 1.71 Incentive young (p=0.008) 

2 
It makes a diagnosis for which no specialist is accessible within an ac-

ceptable time or distance 
1.59 Incentive - 

4 It saves me time 1.47 Incentive 
young (p=0.004) men 

(p=0.02) 

11 
It allows me to manage the patient entirely in the office without hand-

ing over 
1.40 Incentive - 

8 It allows me to predict a risk category of the patient 1.26 Incentive - 

6 It detects a specific pathology in an asymptomatic subject 1.17 Incentive young (p=0.04) 

14 It allows me to involve the patient in the therapeutic management 1.10 Incentive - 

32 It reassures the patient 1.10 Incentive young (p=0.01) 

22 It sometimes provides me with training 1.09 Incentive young (p=0.0002) 

15 It removes me from a situation of doubt 0.99 Incentive young (p=0.003) 

12 
It allows me to adapt the treatment to a specific sub-category of pa-

tients (personalized medicine) 
0.98 Incentive 

young (p=0.01)  

urban (p=0.05) 

33 
It allows me to cut short abusive requests from the patient (e.g.: certif-

icates, work stoppages, etc.) 
0.87 Incentive 

young (p=0.01)  

men (p=0.02) 

5 It simplifies a procedure that I already know how to perform 0.84 Incentive 
young (p=0.03)  

urban (p=0.02) 

29 It increases the time spent with the patient 0.72 Incentive - 

7 It allows me to delegate a task to the secretary 0.71 Incentive - 

26 
It is possible to capture the information (e.g. image) and then analyze 

it asynchronously 
0.51 Neutral young (p=0.04) 

25 It shows me how to capture information (e.g. positioning a probe) 0.37 Neutral - 

13 It has a good reputation with patient associations 0.24 Neutral - 

31 It is very expensive but allows me to be profitable after a few months 0.21 Neutral young (p=0.003) 

19 It reflects a "high tech" image of my practice 0.09 Neutral - 

30 It reduces time spent with the patient 0.04 Neutral - 

28 It requires specific training from the manufacturer -0.23 Neutral - 

18 It entertains the patient -0.26 Neutral - 

24 It uses exclusively my personal smartphone -0.36 Neutral non-urban (p=0.03) 

17 
It gives information on elements for which it has not been requested 

(digression faculty) 
-0.42 Neutral - 

27 
It can be used freely in the waiting room by patients and their compan-

ions 
-0.98 Deterrent - 

23 It automatically triggers an emergency call in some cases -1.05 Deterrent men (p=0.03) 

16 It decides automatically without my intervention -1.29 Deterrent women (p=0.01) 

3 It makes a diagnosis for which I am already competent -1.39 Deterrent - 
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Discussion 

We conducted a survey among GPs to find out what criteria 

would make them buy or refuse to buy a device with an AI mod-

ule that could be used to support care. 

As a consequence of the random draw and the high response 

rate, the characteristics of the surveyed population show a real 

representativeness of the French GP population. 

Regarding the results, first criteria were in relation with the dis-

ease the module could enable to diagnostic: GPs expect such a 

module to diagnose or eliminate an urgent pathology for which 

they are not competent and for which specialists are difficult to 

access. They do not want confirmation of a diagnosis that they 

are already able to make. They are not specifically interested on 

digression ability. 

There is also a strong demand from GPs for interoperability, 

with results integrated into the patient’s EHR and easy trans-

mission to colleagues. 

GPs would like such modules to help them save time and sim-

plify some procedures, or that enable them to delegate tasks to 

the secretary (but not to the patient him/herself), but they do not 

want such modules to automatically make a call or any action 

without confirmation. 

As far as relations with the patient are concerned, GPs expect 

such a module to allow them to associate the patient with the 

care, to reassure him/her, but they do not pay particular atten-

tion to the image that the module sends back to the patient, and 

they do not want the module to be used by the patient alone in 

the waiting room. They are also looking for modules that allow 

them to personalize the care. Interestingly, GPs also want to be 

able to rely on the neutrality of a machine to cut off abusive 

requests, such as work stoppages or certificates of convenience. 

Conclusions 

We believe that, in addition to taking advantage of technical 

opportunities enabled by research progress, manufacturers 

should also prioritize AI module developments according to 

what end-users, especially general practitioners, expect from 

future AI modules. 
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Figure 1 – Results of Likert scales: “Would this feature encourage you to, or discourage you from  
purchasing this module?”. For original wording of items, refer to Table 2. 

0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100%

[3] diagnosis for which I am competent
[16] decides automatically

[23] automatically triggers emergency call
[27] usable in waiting room by patients

[17] digression faculty
[24] exclusively uses personal smartphone

[18] entertains the patient
[28] requires specific training

[30] reduces time spent with patient
[19] "high tech" image of practice
[31] profitable after a few months

[13] good reputation with patient associations
[25] helps to capture information

[26] asynchronous analysis
[7] enables to delegate a task

[29] increases time spent with patient
[5] simplifies a known procedure

[33] enables to cut short patients' abusive requests
[12] personalized medicine

[15] removes from a situation of doubt
[22] provides with training

[14] patient involment
[32] patient reassurance

[6] screening in asymptomatic people
[8] predict a risk category

[11] no handing over
[4] saves time

[2] no specialist is accessible
[1] diagnosis for which I am not competent

[20] examination result sharing
[21] information transfer to the patient's EHR

[10] quickly makes an urgent diagnosis
[9] quickly eliminates an urgent diagnosis

Would never buy it Very discouraged Little discouraged No impact Little encouraged Strongly encouraged Would definitely buy it
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