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Abstract. The growing production of maps is generating huge volume of data
stored in large spatial databases. This huge volume of data exceeds the human
analysis capabilities. Spatial data mining methods, derived from data mining
methods, allow the extraction of knowledge from these large spatial databases,
taking into account the essential notion of spatial dependency. This paper
focuses on this specificity of spatial data mining by showing the suitability of
join indices to this context. It describes the join index structure and shows how
it could be used as a tool for spatial data mining. Thus, this solution brings
spatial criteria support to non-spatial information systems.

1 Introduction

In the area of Knowledge Discovery in Databases (KDD), Spatial Data Mining
(SDM) is becoming an important issue that offers new prospects for many data
analysis applications. Spatial data mining performs data driven analysis of large size
spatial databases. The propensity of such large databases is due to the easiness of
acquiring geodata. Indeed, geodata sets become available via Internet and the
development of geo-coding tools allow attaching spatial data to a-spatial database
according to address fields.

 Spatial data mining tasks are considered as an extension of Data Mining (DM)
tasks [11] in which spatial data and criteria are combined. As According to [15], these
tasks aim at: (i) summarising data, (ii) finding classification rules, (iii) making
clusters of similar objects, (iv) finding associations and dependencies to characterise
data, and (v) looking for general trends and detecting deviation. They are carried out
using specific methods, some of which are derived from statistics and others from the
field of machine learning. As shown in  [35], both approaches converge in the way
they use spatial relationships. The problem is that the implementation of all those
methods is not straightforward and right now, there is a lack of spatial data mining
tools.



 The goal of this paper is to introduce the use of the well-known “join index”
structure as a tool for spatial data mining. Indeed, we point out that one major
difference between traditional data mining and spatial data mining is the notion of
spatial relationships. These spatial relationships correspond to the spatial join operator
and could be resolved by using “join index”. We outline that this join index is a
powerful tool to transform traditional database queries into spatial ones. A basic
relational table is thereby sufficient to represent this join index. This has the great
advantage to reduce spatial data mining to conventional data mining and provides an
easy and efficient support of spatial data mining.

 The rest of the paper is organized as follows: In the next section, we briefly
introduce related works in the area of spatial data mining. In section 3 we emphasize
the particularity and the importance of spatial relationships. These spatial
relationships are then materialized by join indices in section 4. In this section, we
outline the similarities between “join index” and “contiguity matrix” used in the field
of spatial statistics. Section 5 discusses technical aspects in their implementation. We
conclude in the last section.

2 Spatial databases and data mining

This section briefly introduces spatial databases, and then related works in the fields
of spatial statistics and spatial databases are described.

2.1 Spatial databases context

Spatial database systems are a great part of Geographical Information Systems (GIS)
[22, 21, 23]. They store and manage huge volume of geographical entities such as
road sections or lakes. Each entity combines the location description and other a-
spatial data related to the entity such as the lake name or capacity.

 A spatial database is organized in a set of thematic layers. A thematic layer is a
collection of geographical objects that share the same structure and properties. A
theme can represent a road network, and another can represent towns. This allows to
selectively use the relevant themes for a specific purpose.

2.2 Advances in spatial data mining

The aim of Spatial Data Mining [29] is to extract knowledge, spatial interactions and
other properties that are not explicitly stored in the database. This process inherits
from traditional data mining which could be performed  by “a set of tools that allow
to extract automatically or semi-automatically interesting and understandable
knowledge (rule, regularities, patterns, associations..) from a database” [11].

 The specificity of SDM lies in its interaction in space. In effect, a geographical
database constitutes a spatio-temporal continuum in which properties concerning a



particular place are generally linked and explained in terms of the properties of its
neighbourhood. We can thus see the great importance of spatial relationships in the
analysis process. Temporal aspects for spatial data are also a central point but are
rarely taken into account.

 Since traditional data mining methods [11] do not support location data or the
implicit relationships between objects, it is necessary to develop specific methods for
spatial data mining. As it is well known, geometric data and processing are more
complex than traditional ones.  Spatial applications also generate a huge volume of
data. For these reasons, calculating these spatial relationships is time consuming. One
major problem is to optimise analysis methods taking into account the huge volume
of data and the complexity of spatial relationships.

 Research in the field of SDM comes from both spatial statistics and databases.
There is an abundant bibliography about spatial analysis [12, 13] existing before the
GIS era. Many research works have been done to measure global and local spatial
auto-correlation [7]. In the field of geostatistics [26], kriging technique analyses
spatial trends. Recent research in interactive techniques for Exploratory Spatial Data
Analysis (ESDA) have been developed [2, 1, 19, 20]. Openshaw [28] has developed a
prototype using parallel computing to identify clusters. Some research works have
also been done to extend the multivariate statistical analysis in order to support
contiguity constraints [5]. From our point of view, spatial statistics methods are part
of spatial data mining, since they provide data-driven analysis. Some of those
methods are now implemented in operational GIS or analysis tools.

 In the field of databases, spatial data mining algorithms have been proposed and
prototypes have been developed. GeoMiner [14, 15] is an extension of DBMiner that
integrates OLAP techniques and a coupling between a GIS and a database. Most of
the proposed algorithms in GeoMiner are based on a priori knowledge: the concept
hierarchies. Ester at al. devised a structure-of-neighbourhood graph[10], on which
some algorithms are based. They have also worked on SDM methods such as
clustering method (extension of DBSCAN with an R*Tree), classification (extension
of ID3 and DBLearn), association rules (based upon an efficient spatial join),
characterisation and spatial trends [10]. STING (University of California) uses a
hierarchical grid to perform optimisation on the clustering algorithm [33]. We might
also mention work on data warehousing dedicated to spatial data (University of
Laval) [3].

 In conclusion to this brief state of the art, we want to point out the similarities of
the spatial statistics approach and the database one. The main similarity is the use and
the importance of neighbourhood relationships. Contiguity matrices are used to
compute spatial auto-correlation and neighbourhood graphs represent a secondary
structure useful for many SDM algorithms. Another similarity is the current use of
distance criteria in defining neighbouring objects as well as in clustering methods.



3 Spatial relationships

 Spatial relationships represent an essential characteristic in real world. They show
spatial influences between entities. Indeed, observations located near to one another
in space tend to share similar attribute values. This is known as one of the “1st law in
geography” specified by Tobler [31]. Moran has defined a measurement of spatial
auto-correlation between nearby data since 1948 [7]. Anselin has refined this in local
auto-correlation indices [2] qualifying the correlation of each entity value with the
values of its neighborhood.

 Spatial and local auto-correlation only consider the interactions within one theme.
In reality, thematic layers are often strongly correlated. For instance, precipitation and
population density maps are correlated: the population depends on the agricultural
production that depends on the precipitation. For this reason, we distinguish two
kinds of relationships. On the one hand, those that link objects of the same thematic
layers (we call it intra-theme). On the other hand, those involving two different layers
(called inter-themes), like the inclusion of an accident location within a road section
or within a county.

 Spatial relationships have also been formalized in spatial database theory and
extended to many topological relationships [8] such as intersection and inclusion.
Moreover, metric relationships, e.g. using distance criteria, are also admitted as
spatial relationships.

 Spatial data mining methods make intensive use of spatial relationships. That
actually distinguishes these methods from conventional data mining methods. This
shows the main role of such relationships in spatial data analysis and mining.
However, this uncovers many problems and specific properties as explained below.

 First, those relationships are usually implicit except in topological models [4].
Their resolution leads to spatial join that is known as a complex and costly operation
in spatial database. Therefore, efficient support of spatial joins should be studied.

 Second issue is to allow specifying those relationships as spatial knowledge and
to use it in the analysis. Indeed, some spatial relationships are pre-established and
constitute spatial integrity constraints. For instance, car crash is constrained to be
located on a road section. Hence, methods such as clustering should be modified to
consider a linear network instead of an open space.

 Third, inclusion spatial relationships, and more generally, the difference in the
sizes or the weights of spatial units [23, 16], make it difficult to assess quantitative
data. This involves the extension of those relationships to weighted relationships or
more generally using a complex model including behavioral functions.

 The last two points require the spatial relationships resolution, which is precisely
the first point. This point is mainly the focus of our current work.



4 Spatial join index

 As contiguity matrix is an important component in spatial statistics, we show in this
section that join index is also an important component for spatial data mining.

 First, we describe the idea of a join index, then, discuss its different extensions to
spatial databases. Section 4.3 shows its similarity with contiguity matrix allowing its
direct utilisation in spatial statistics, such as auto-correlation computation, as well as
for spatial data mining. Section 4.4 exposes another advantage of spatial join index,
using it to simplify spatial analysis by reducing it to relational case. This is possible
thanks to the very simple representation of a spatial join index by a relational table.

 4.1. Join indices

 
R

S

Join indices

C

 Obj1 Obj2 Distance
 R-1 S-9        2.34
 R-1 S-1        3.45
 R-2 S-11      7.23
 R-2 S-13      3.22
 R-2 S-14      5.34
 R-3 S-18      3.44
 R-3 S-16      3.68
 ...

 Figure 1: Join index.  Figure 2 : Spatial filter join index

 The join-index method has been proposed by [32] as a valuable technique for
increasing speed of query evaluation in Data Base Management System (DBMS)
[23]. It constitutes a table that stores indice pairs (called join indices), each
referencing an object of each input object collection (c.f. figure 2). Figure 1 shows
this structure where C is the join index an R and S the two object collections. Here R-
1 to R-n are object identifiers [18]. The pairs of indices refer to objects that match
the join criterion. In this figure, the join indices represent the distance between two
objects (representing entities). In spatial topological relationships like inclusion,
intersection, the third column could disappear because the distance is zero and does
not change.

 4.2. Extensions to spatial join indices

 Conversely to relational joins, spatial joins use as many criteria as possible spatial
relationships. There are at least three alternatives to extend join indices to spatial
databases.

•  The first is a direct application, leading to build one join index set for each
spatial predicate. That means exact computation of all these predicates,



which is time and storage space consuming.

•  A second way is to build only one join index set by adding columns for each
kind of spatial relationship as in [10]. This improves a little bit the storage
volume but the computing time is still high.

The two previous solutions are not sufficient to deal with distance based
joins when the distance is specified dynamically.

•  The third solution proposes to store a coarse computation of the spatial
criteria rather than the exact spatial join criteria. This is allowed by the
definition of one join index having a third column for a distance value of the
referenced spatial objects [30]. This structure (see figure 2) will play the role
of a filter for most spatial joins. Indeed, the topological relationships as well
as the metric ones can be deduced from using a simple selection in this join
index. Notice that in this solution as well as for any distance based criteria,
one usual optimisation of storage space is to limit the distance to a given
maximal distance (called scope). Indeed, instead of storing all combinations
of couples of object references, only those having a reasonable distance
(under the scope) will be retained. Another alternative for optimising
distance based join indices is described in [34].

 4.3. Homogeneity with contiguity matrix

 Besides, in spatial analysis area, as for the computation of Moran's and Geary's
indices [7], it is usual to use what is called "contiguity" matrix. This matrix is defined
as M where M(i,j) = 1 when the two objects i and j are contiguous, and M(i,j) = 0
otherwise. As this is a sparse matrix, it is usual to represent it in a more compact
format as an array structure. Actually, it is the same structure than the above join
index by using as object identifiers the row numbers. This homogeneity means that
the same structure could serve in the new spatial data mining methods and the
statistical spatial analysis methods. The second interest is to provide a generic way to
yield contiguity matrices under any criteria.

 Notice that contiguity matrices are square matrices defined on a unique data set
(i.e. intra-theme) while join indices could apply to compare two data sets (i.e. inter-
themes). So, spatial join indices are more general than contiguity matrices.

4.4. Reducing to relational DM

 After the computation step of join indices, using them has three main advantages
that we outline in this sub-section. The first advantage is to be able to provide spatial
analysis functionalities to a system that do not have this capability. The second one is
to allow the use of powerful query language. The third one is that such a structure is
used as an accelerator.



 For the first advantage, join indices could be implemented using an external
process to the given system. With modern system capabilities as DLL (Dynamic Link
Library) or IPC (Inter-Process Communications) and Internet capabilities (using
Socket), it is easy for most widespread tools to raise data analysis in spatial domain.
This means a way for spatial data mining. This extensibility is described with
technical aspects in the next section.

 For the second advantage, as a join index has a tabular representation in relational
DBMS, it could be handled in the same way as other tables. This allows using all the
power of database query languages such as the normalized SQL language. For
instance, by selecting and matching entities according to their attributes, one can
focus the analysis on relevant data.

 For the third advantage, many optimising techniques in spatial database domain
have aimed at increasing the performance of spatial data retrieval including spatial
joins. One category uses spatial access methods (e.g. R-tree, Grid-file, etc.). Here,
using join indices is another alternative, based on the principle of pre-computing join
operations. The interest in pre-computing is to do it once and to use it many times
allowing an important gain while producing the final join result. Indeed, for the
analysis purpose, interactive hypotheses tests become possible.

 Performance measures have shown the gain in terms of processing time by
comparing execution time with and without the pre-computed index (see figure 3).
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Figure 3: Performance measurement in using spatial join index

 In many applications, the construction of join index structures could be done while
loading data in the system. This happens in reality very few times. In addition, this
computation could be done offline.

 In summary, due to its tabular representation, join index is a pragmatic and
efficient tool for spatial data mining.

4.5. Join index use in SDM

 There exist two possibilities in using spatial join indices for SDM purpose:



1. during the stage of data selection preparing them to SDM tasks: as it is well
known, previously to DM, KDD process includes a phase that transforms the
initial data to a target data set. This data set holds relevant information for the
analysis and should have the expected format of DM algorithms. The most
used format is one table. This table is generally built by joining many initial
database tables holding the relevant attributes. This corresponds to de-
normalization in relational databases. Following this process, a pragmatic
approach to spatial KDD is to, first, spatially join relevant thematic layers and
then, apply DM tasks.

2. by strongly integrating them in specific SDM algorithms [9]. Here, join
indices are viewed as a low-level library only manipulated internally. This is
more complex to implement and is less portable to existing systems. However,
strong integration achieves better performance in term of processing time.

5. Spatial join index implementation

 This section discusses technical aspects of spatial join index for a user who wants
to implement them within an existing DBMS. It shows, first, the use of join indices at
the user level. Then, it raises the problem of object referencing and studies diverse
solutions. At the representation level, two possibilities are described and compared.
Then an implementation approach is given.

5.1. How does it appear for users ?

 For users, join indices appear as normal tables of the database schema. So they can
be manipulated using SQL. For instance, in the query of figure 4, where each of R
and S contain a geometric attribute and the join index Indices_dist_RS stores all
distances between R and S, this spatial join is replaced by two joins (figure 4, lines
(1) and (2)). In this case, relation databases are sufficient, once join indices have been
computed.
 
 Select R.name, R.Population

 From R, S, Indices_dist_RS I
 Where I.obj1 = R.id       (1)
 And I.obj2 = S.id      (2)
 And    I.distance <  50
 
 Figure 4: Use of join indices in a query.
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 Figure 5: Spatial relation as a semantic
link between entities.

This is a simple way to consider spatial relation evaluation. Indeed, this works as if
all spatial relationships were semantic relations (in the well-known Entity/Relation
data model [25]) and defined on each combination of spatial entities. Relation
(diamond-shaped on figure 5) traduces a semantic relationship between two entities



(rectangular in figure 5). This diagram shows the conceptual level. It is implemented
in relational data model by tables. Thus, join indices tables are the physical
representation of spatial relations. This simplifies the concepts for users by replacing
complex spatial join concept by most familiar table joins.
 

Indeed, the main difference is that join indices are automatically deduced by a
program instead of being a priori entered information. It is unrealistic to define
conceptual model with all the above combinations of links, because it is a
combinatorial problem. Only the useful combination could be pre-computed by the
database designer.

5.2. Object reference choice

 One main difficulty in using join indices, is to preserve a unique reference to a
spatial value (similar to Object Identifier). Very few relational DBMS provide at the
user’s level an Object Identifier [18] even if in Object DBMS, there is the notion of
Object Identifier. In relational DBMS, the closest notion is the key attributes.
However, the key could change by updating. Moreover, as a result of a query, we
could lose the key attribute. Another possibility is to use the object row number in the
table. This corresponds to the formal definition of contiguity matrices and systems
like ArcView and Oracle allow handling rows. But, row numbers are no more
available when objects are deleted or inserted. For these reasons, the use of join
indices at the user’s level in relational DBMS could be tedious. Integrity constraints
or triggers could be implemented to prevent the key change. Fortunately, spatial
databases are rather static.

5.3. One or several join index sets between entities

 Between two object sets, many spatial relationships (inclusion, neighborhood…)
could be interesting. The problem is how to manage all these relationships in join
indices [26]. Two approaches could be used to represent these data. The first
approach is to store all the couples of indices that represent one relationship between
two entities in individual sets. Then, we could name each set as the relationship. In
the second approach (figure 6), we use a flag for the existence of a relationship
between two entities. Thus, in one record, we could set several relationships. As
illustrated in figure 6, the two first values are references to respective objects.  The
value '1' means the existence of a given relationship and null value for none
relationship.

 ….
 <s1, s2, null, null, 1, null, 1,…>
 <s1, s3, 1, null, 1, null, null,…>
 …

 Figure 6: Example of indices with multiple relationships.
 



  Advantage  Disadvantage
 Using several join
indices (SJI) sets

 Each set uses the
requisite memory

 Less efficient for
multi-criteria queries

 Using one join
index (OJI) set

 Fast to process  Many empty values
(few objects match for
a given relationship).

 Figure 7: One set versus several sets.
 
 Figure 7 compares the advantages and the disadvantages of each approach. Using

several join indices (SJI) sets is optimal in the set size. Indeed, each set holds only a
given spatial relationship. Each set stores only the couple of indices that match a
given spatial relationship.  However, when a query uses several spatial criteria (e.g.
forest close to lakes AND included in Versailles City), it involves several join
processing (one for each spatial relationship and one to compute the final result).
Then, for SJI, the storage is more efficient but the processing cost could be important
because of join operators and the query expression could be more complex.

 On the contrary, using one join index (OJI) requires only two join operators for
each pair of sets involving one or several (multi-criteria) spatial relationships within
one query. However, the size of the set could be huge in case it integrates distance
relationship. Indeed, distance involves all the couples of entities. The main
consuming space is due to the two object identifiers. To overcome this size problem,
a solution could be to represent in one bit a topological relationship. Moreover, we
could represent an exclusive data between distance and a set of topological
relationships. This needs one more bit to switch between these two representations.

5.4. Extensibility of existing tools

 Join index provides a pragmatic solution for existing tools and DBMSs that do not
handle spatial features or for GISs that do not support some spatial join criteria. For
instance, in ArcView, distance based spatial joins are not supported. An external
program could compute it and it appears as a simple table that could be integrated in
the system.

 We have applied this approach in our server prototype. The Arcview system
sends a signal to server for computing a set of join indices. Then the result is stored as
a dbf data file (directly readable in Arcview), and the server sends a signal to
ArcView for synchronizing the next step of processing. This simple technique
allows integrating in ArcView more complex processing. Then, using join indices
could increase the extensibility of current data analysis system (as statistical tools).



6. Conclusion

In this paper, we emphasize that spatial relationships are of great importance in
spatial data analysis and are used intensively in spatial data mining. This notion of
spatial relationships does make the difference between data mining on alphanumerical
data and on spatial data. It is represented by different concepts, such as contiguity
matrix or neighborhood graphs, used in spatial analysis and spatial data mining.

In this paper, spatial relationships are materialized by an extension of the well-
known join indices. In addition to its traditional use as an accelerator in the process of
spatial join, this concept is deviated here in order to specify it as an efficient tool for
spatial data mining. The definition of this tool is the main contribution of this paper.
This tool is very simple to use thanks to its representation using the relational
paradigm. Join indices can be handled in the same way than other tables and
manipulated with the powerful and standardized SQL query language. We have also
proposed a software architecture schema allowing the integration of such a structure
into an existing system.  Join indices could be handled as an external process of any
system that do not provide any spatial functionality.

We have shown the great interest of the compatibility of this structure with
contiguity matrices. Join indices can be viewed as an implementation of contiguity
matrices allowing analysis on large sets of data. Once join indices are pre-computed,
they may be used to apply analysis methods such as spatial auto-correlation, spatial
characterization or spatial decision trees [10].

This paper also argues about the possibilities for coding join indices. A prototype
have already be developed using the ArcView environment according to a SJI coding
choice described in this paper. A second prototype is under construction with respect
to the software architecture described in this paper. A short-term perspective is to
compare in terms of performance the two different coding possibilities, i.e. OJI and
SJI.

In general context of spatial data mining, there is many research issues. One issue
concerns user assistance and user involvement in the process of knowledge discovery.
Indeed, results interpretation could be sometimes a very hard task. Moreover, users
should be able to intervene during the process to orient or to filter the analysis. The
application of techniques coming from the field of visualization and interaction is
already proposed in this objective [6, 17] in the context of conventional data mining.
Extending these concepts to spatial data mining such as providing visualisation
techniques for spatial relationships, including the user in the whole process of spatial
data mining is an interesting perspective.
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