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Back-stepping Active Disturbance Rejection Control for Attitude Control
of Aircraft Systems Based on Extended State Observer
Huixuan Zhuang* � , Qinglin Sun* � , Zengqiang Chen, and Xianyi Zeng

Abstract: Robust flight control laws based on back-stepping technology and ADRC method are designed for atti-
tude control of a non-linear aircraft system. First, non-linear aircraft model is introduced and converted to standard
equation of state. Then, the extended state observer is applied to estimate the unknown variables, the homologous
ADRC is designed to ensure the state variables of the CLS to astringe to the reference state. Next, the stability of
ESO and ADRC are analyzed and proven theoretically. At last, the effectiveness of this method is illustrated by ex-
tensive comparative simulations. The results acquired from simulation attest that ADRC can achieve better control
performance than PID and SMC method.

Keywords: Active disturbance rejection control, aircraft attitude control, back-stepping technique, extended state
observer.

NOMENCLATURE

Abbreviation
ADRC Active disturbance rejection control

CLS Closed-loop system

AFCS Automatic flight control system

UUB Uniformly ultimately bounded

ESO Extended state observer

PID Proportion Integration Differentiation

SMC Sliding mode control

TD Tracking differentiator

Variables
Sg Ground coordinate system

Sh Local horizontal system

Sw Wind coordinate frame

Ss Stability axes system

Sa Airframe coordinate system

Sb Body axes system

χ Heading angle

γ Flight path angle

µ Velocity roll angle

ψ Yaw angle

θ Pitch angle

φ Roll angle

α Angle of attack

β Sideslip angle

D, L, Q Drag, lift, and side forces, respectively

g Gravitational acceleration

Tx Thrust

p, q, r Angular velocity components

δa, δr, δe Deflection angle vector of aileron,
elevator, rudder

∆α , ∆V Perturbations from the trim values

V0 Trim velocity

V Velocity of aircraft

Cl , Cm, Cn Moment coefficients of roll, pitch and
yaw, respectively

Sr Reference area

L Reference lateral or longitudinal lengths

Ix, Iy, Iz Principal moments of inertia

ρ Air density

Ma Mach number
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m Aircraft mass

x, y, z Inertial position coordinates

1. INTRODUCTION

1.1. Research background
The development of modern automatic control system

plays a significant role in the progress of modern flight
control, especially in the development of civil and mili-
tary aviation. Since the 1960s, AFCS has been the main
application field of control methods [1]. In AFCS, there
is not only pitch attitude controller but also roll and yaw
controllers. Attitude control system is no exception, and
its nonlinear dynamics must also be considered [2]. Var-
ious nonlinear control algorithms, such as fault tolerant
control [3–5], that studied H∞ fault tolerant attitude con-
trol of satellite with actuator and sensor faults based on
observer; fuzzy adaptive algorithm [6,7]; variable struc-
ture control [8]; and sliding control [9,10], that studied
the fixed time integral sliding mode control for the attitude
stability of the quadrotor unmanned aerial vehicle with ac-
tuator failure; etc., have been proposed for solving the at-
titude control problem for spacecraft. However, so far, few
scholars have studied the attitude control of aircraft by us-
ing ADRC; it is rare to study this problem in combination
with the back-stepping method.

In fact, some scholars have applied ADRC or ESO to
study aircraft systems, such as, the trajectory linearization
control of hypersonic reentry vehicle is studied by using
active disturbance rejection [11]; Wang et al. studied the
trajectory tracking of a vertical takeoff and landing UAV
using interference suppression control [12]; Mokhtari et
al. used disturbance observer and extended observer to
study hierarchical control of coaxial rotor UAV [13,14].
However, no one has applied the back-stepping active dis-
turbance rejection control method to study the attitude
control of aircraft.

1.2. Research motivation
The application of the optimal control model of human

pilot in the attitude control system of aircraft is studied
in [15], this paper studies the application of the optimal
control model of human pilot in the attitude control system
of the aircraft. His emphasis is to study the role of the
best control model of the pilot in the attitude control of
the aircraft rather than the attitude control of the aircraft.
Most of them are related to four rotor aircraft.

The attitude control of an aircraft is to maintain a stable
attitude during the flight process, and at the same time, ac-
cording to the sudden situation of the air environment, the
aircraft is required to make an appropriate attitude change.
At this time, the requirement of attitude control is partic-
ularly important. In recent years, there have been frequent
air accidents, and it has to be mentioned that the Sichuan

Airlines alternate landing event that attracted global at-
tention in 2018. When the windshield is broken and the
aircraft equipment is completely out of order, Captain Liu
Chuanjian can only make a successful alternate by him-
self. During the alternate process, he needs to adjust the
flight attitude constantly for many times, the attitude con-
trol is very crucial. Thus, we have the idea of studying the
attitude control of aircraft.

1.3. Research technology
The basic idea of back-stepping design method is to de-

compose the complex nonlinear system into subsystems
that do not exceed the order of the system, and then de-
sign some Lyapunov functions and intermediate virtual
control variables for each sub-system, all the way back
to the whole system, and integrate them to complete the
design of the whole control law. The virtual control law
is designed to guarantee some performance of the ker-
nel system, such as stability, etc.; then the algorithm of
the virtual control law is modified step by step, but the
given performance should be guaranteed; then the real sta-
bilizing controller is designed to realize the global regu-
lation or tracking of the system, so that the system can
reach the expected performance index. In recent years,
back-stepping has been widely used in flight control sys-
tems and aircraft control systems [16–18]. Fu et al. [16]
applied a method, which is an adaptive neural network
back-stepping dynamic surface control algorithm based on
asymmetric time-varying Barrier Lyapunov Function, for
the attitude system of a unmanned aerial vehicle. In [17],
a flight table with one degree of freedom was studied by
using back-stepping SMC. Zhang et al. [18] proposed a
method, that is combining the sliding mode disturbance
observer and the back-stepping technique, to apply to a
flight control system for heavy cargo airdrop operations.

Han [19] originated a unique ADRC concept, which
made tremendous contributions to breaking the barrier be-
tween practice and theory. It was first introduced in the
English literature by Gao et al. [20]. Whereafter, Gao [21]
particularly presented a linear ADRC. Since PID con-
troller evolved, ADRC adopts the core idea of PID er-
ror feedback control. The traditional PID control directly
takes the difference between the reference given and the
output feedback as the control signal, which leads to the
contradiction between the quick response and the over-
shooting. ADRC technology does not depend on the pre-
cise mathematical model of the controlled object, nor does
it need to know the model of external disturbance. It has
strong robustness. The research of aircraft attitude control
based on the ADRC technology is of great significance.

ESO has been widely used since it was first proposed
by Han [22] because of the following two advantages: a)
when the system dynamics is largely unknown, ESO can
estimate the unknown dynamics and disturbances, and the
upper bound of ESO estimation error monotonically de-
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creases with the observer bandwidth; b) when the system
dynamics is given, the dynamic system describing the es-
timation error is asymptotically stable [23]. ESO is the
core part of ADRC, which mainly compensates the uncer-
tain factors of unknown system. The purpose of feedback
control is to suppress and eliminate the influence of var-
ious disturbances on the system output through negative
feedback. Based on the idea of state observer [21,24], the
combined effect of unmodeled dynamics and various dis-
turbances is regarded as a new state-extended state, which
is observed by output feedback. The ESO does not depend
on the specific mathematical model of the system, it only
depends on the order of the object [26].

By reviewing a large number of literatures, it is found
that no (perhaps few) scholars have studied the attitude
control of aircraft by using ADRC combined with back-
stepping method so far. Because of this, in this paper, the
back-stepping method is used to design the flight con-
troller in the attitude control system of the aircraft, which
is combined with the method of ADRC to compensate the
uncertain influence, so that the attitude angle of the aircraft
can track the desired trajectory target. In addition, com-
pared with PID method, ADRC method has better control
performance.

1.4. Research layout

The rest of this paper is structured as follows: Section
2 describes the non-linear aircraft model. Back-stepping
ADRC is designed in Section 3. In Section 4, stability
analysis of closed-loop dynamic is proofed, to be specific,
stability of the ESO and stability of the ADRC. Simulation
results are presented in Section 5 to testify the effective-
ness of the proposed control method. Finally, Section 6
concludes the paper.

2. NON-LINEAR AIRCRAFT MODEL

The motion of an aircraft is usually represented in dif-
ferent coordinate systems [27]. The coordinate system
constructed in this paper includes: Sg is treated as an in-
ertial frame; Sh with its origin fixed in the aircraft at its
center of gravity; Sw obtained from Sh by three successive
rotations of χ , γ and µ (see Fig. 1); Ss obtained from Sw

by rotation −β ; and Sb obtained from Ss by rotation α

(see Fig. 2). Certainly, the frame Sa is obtained by three
successive rotations of ψ , θ , and φ as well. It is assumed
that Sg and Sh have same orientation. Readers may obtain
more matrix equations of various coordinate systems and
aircraft motion equations by reference [28].

Consider the following non-linear aircraft system of the

form. The inertial position coordinates
[

x y z
]T

(su-
perscript T denotes transposition) and force equations are

Fig. 1. System of rotations (χ,γ,µ) leading from local
horizontal to wind axes.

Fig. 2. System of rotations (−β ,α) leading from wind
axes to body axes.

described by

 ẋ

ẏ

ż

=

 V cosχcosγ

V sinχcosγ

−V sinγ

 , (1)
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which is kinematical equation of aircraft centroid.

 V̇

χ̇

γ̇

=



−gsinγ +(Txcosαcosβ −D)/m

[Tx(sinαsinµ− cosαsinβcosµ)

−Qcosµ +Lsinµ]/(mV cosγ)

[Tx(cosαsinβ sinµ− sinαcosµ)

+Qsinµ +Lcosµ]/(mV )−gcos γ

V


,

(2)

which is the dynamics of aircraft in the local horizontal
system.

Next, yaw angle ψ , the pitch angle θ and roll angle φ

also satisfy

 ψ̇

θ̇

φ̇

=

 (qsinφ + rcosφ)/cosθ

qcosφ − rsinφ

p+ tanθ(qsinφ + rcosφ)

 , (3)

which is the kinematics equation of the aircraft rotating
around the centroid.

The following equations are the angular motion equa-
tions of the aircraft in the airframe coordinate system:

 ṗ

q̇

ṙ

=

(
V
V0

)2



lβ β + lqq+ lrr+(lβα β

+lrα)∆α + lp p+ lδa δa + lδr δr

mα ∆α +mqq−mα̇ pβ

+mV ∆V +mα̇(g0/V )×
(cosθcosφ − cosθ0)+mδe δe

nβ β +nrr+np p+npα p∆α

+nqq+nδa δa +nδr δr



+

 −i1qr

i2 pr

−i3 pq

 , (4)

where la =
1
2

ρV 2
0 Srl1

∂Cl

∂a
/Ix, ma =

1
2

ρV 2
0 Srl2

∂Cm

∂a
/Iy, and

na =
1
2

ρV 2
0 Srl3

∂Cn

∂a
/Iz (a = {α,β ,q, p, · · ·}) denote the

aerodynamic derivatives computed at the trim condition
(See Table 1 for details); and i1 = (Iz− Iy)/Ix, i2 = (Iz−
Ix)/Iy, and i3 = (Iy− Ix)/Iz. The factor (V/V0)

2 in the ro-
tational motion has been introduced because these param-
eters are proportional to the square of velocity.

By using the airframe coordinate system, wind coor-
dinate system and local horizontal system, the geometric
relation equation between aerodynamic angle, flight path

Table 1. The aerodynamic derivatives computed at the
trim condition.

lβ =
1
2

ρV 2
0 Srl1

∂Cl

∂β
/Ix lq =

1
2

ρV 2
0 Srl1

∂Cl

∂q
/Ix

lr =
1
2

ρV 2
0 Srl1

∂Cl

∂ r
/Ix lβα =

1
2

ρV 2
0 Srl1

∂Cl

∂βα
/Ix

lrα =
1
2

ρV 2
0 Srl1

∂Cl

∂ rα
/Ix lp =

1
2

ρV 2
0 Srl1

∂Cl

∂ p
/Ix

lδa =
1
2

ρV 2
0 Srl1

∂Cl

∂δa
/Ix lδr =

1
2

ρV 2
0 Srl1

∂Cl

∂δr
/Ix

mα =
1
2

ρV 2
0 Srl2

∂Cm

∂α
/Iy mq =

1
2

ρV 2
0 Srl2

∂Cm

∂q
/Iy

mα̇ =
1
2

ρV 2
0 Srl2

∂Cm

∂ α̇
/Iy mV =

1
2

ρV 2
0 Srl2

∂Cm

∂V
/Iy

mδe =
1
2

ρV 2
0 Srl2

∂Cm

∂δe
/Iy nβ =

1
2

ρV 2
0 Srl3

∂Cn

∂β
/Iz

nr =
1
2

ρV 2
0 Srl3

∂Cn

∂ r
/Iz np =

1
2

ρV 2
0 Srl3

∂Cn

∂ p
/Iz

npα =
1
2

ρV 2
0 Srl3

∂Cn

∂ pα
/Iz nq =

1
2

ρV 2
0 Srl3

∂Cn

∂q
/Iz

nδa =
1
2

ρV 2
0 Srl3

∂Cn

∂δa
/Iz nδr =

1
2

ρV 2
0 Srl3

∂Cn

∂δr
/Iz

angle and attitude angle is obtained

sinγ = cosαcosβ sinθ − (sinαcosβcosφ

+ sinβ sinφ)cosθ

sinχcosγ = cosαcosβ sinψcosθ

− sinαcosβ (cosψsinφ−cosφsinψsinθ)

+ sinβ (cosψcosφ + sinφsinθsinψ)

sinµcosγ = cosαsinβ sinθ − (sinαsinβcosφ

− cosβ sinφ)cosθ ,

(5) µ̇

α̇

β̇

=

sinγ + cosγsinµtanβ cosµtanβ

cosγsinµsecβ −cosµsecβ

cosγcosµ −sinµ


[

χ̇

γ̇

]

+

 cosαsecβ 0 sinαsecβ

−cosαtanβ 1 −sinαtanβ

sinα 0 −cosα


 p

q

r

 . (6)

To force the output to track the reference signal Yr is the

control objective. The attitude angles
[

ψ θ φ

]T
is

the output vector which will be controlled and the deflec-

tion angle vector
[

δa δr δe

]T
is the control input.

The testability of the whole state is a strong assump-
tion, for example, in aircraft system, this assumption is
often not verified. Therefore, the following assumption is
considered reasonably.
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Hypothesis 1: In this paper it is hypothesized that just
the states: attitude angle [ψ θ φ ]T , attitude angle velocity
[p q r]T and aircraft speed V in the non-linear aircraft
model (1)-(4) can be measured.

In order to describe the aircraft model explicitly, we de-
fine 

Y1 ,
[

ψ θ φ

]T
,

Y2 ,
[

p q r
]T

,

Y3 ,
[

x y z
]T

,

Y4 ,
[

V χ γ

]T
,

U ,
[

δa δr δe

]T
.

(7)

Then the non-linear aircraft model (1)-(4) can be rewritten
in the following:


Ẏ1 = G1(Y1)Y2,

Ẏ2 = G2(Y1,Y2,Y3,Y4)+B(Y1,Y3,Y4)U,

Ẏ3 = G3(Y4),

Ẏ4 = G4(Y1,Y4),

(8)

where

G1(Y1) =

 0 sinφ/cosθ cosφ/cosθ

0 cosφ −sinφ

1 tanθsinφ tanφcosφ

 , (9)

G2(Y1,Y2,Y3,Y4)

=

−i1qr

i2 pr

−i3 pq

+ 1
2

ρV 2SrL

×


[ ∂Cl

∂β
β+∂Cl

∂q q+∂Cl
∂ r r+( ∂Cl

∂βα
β+ ∂Cl

∂ rα
)∆α+∂Cl

∂ p p]/Ix

[ ∂Cm
∂α

∆α+ ∂Cm
∂q q− ∂Cm

∂ α̇
pβ+ ∂Cm

∂V ∆V

+∂Cm
∂ α̇

(g0/V )× (cosθcosφ − cosθ0)]/Iy

[ ∂Cn
∂β

β+ ∂Cn
∂ r r+ ∂Cn

∂ p p+ ∂Cn
∂ pα

p∆α+ ∂Cn
∂q q]/Iz

,
(10)

where L =
[

l1 l2 l3
]T

are the reference lateral and
longitudinal lengths, respectively;

G3(Y4) =

 V cosχcosγ

V sinχcosγ

−V sinγ

 , (11)

G4(Y1,Y4) =



−gsinγ +(Txcosαcosβ −D)/m

{Tx(sinαsinµ− cosαsinβcosµ)

−Qcosµ +Lsinµ}/(mV cosγ)

{Tx(cosαsinβ sinµ− sinαcosµ)

+Qsinµ +Lcosµ}/(mV )−gcos γ

V


,

(12)

B(Y1,Y3,Y4) =
1
2

ρV 2SrL×



∂Cl
∂δa

Ix

∂Cl
∂δr

Ix
0

0 0
∂Cm
∂δe

Iy
∂Cn
∂δa

Iz

∂Cn
∂δr

Iz
0


. (13)

The uncertainty, which exists in the atmospheric moment

coefficients
∂Cl

∂∗
,

∂Cm

∂∗
,

∂Cn

∂∗
, is the main problem in sys-

tem (8). The moment coefficients rely on the Mach num-
ber Ma, which is also a variable related to the states

Y1,Y2,Y3 and Y4. But, the coefficients
∂Cl

∂∗
,

∂Cm

∂∗
and

∂Cn

∂∗
,

cannot be accurately determined in the actual aircraft sys-
tem; the model uncertainty always exists in the atmo-
spheric moment coefficient of aircraft. Hence, the struc-
ture of the system (8) poses a particular difficulty because
G2 and B are unknown due to the dynamic uncertainties
in the atmospheric moment coefficient, which makes the
control design more complex. In order to solve this prob-
lem, a new variable H(t) will be introduced and defined
as

H(t) = G2(Y1,Y2,Y3,Y4)+B(Y1,Y3,Y4)U−B0U,
(14)

where B0 is defined as

B0 =
1
2

ρV 2SrLΦ |Ma=const , (15)

where Φ |Ma=const is defined as

Φ |Ma=const =


∂Cl

∂δa
/Ix

∂Cl

∂δr
/Ix 0

0 0
∂Cm

∂δe
/Iy

∂Cn

∂δa
/Iz

∂Cn

∂δr
/Iz 0

 |Ma=const .

It is can be obtained the coefficients
∂Cl

∂δa
,

∂Cl

∂δr
,

∂Cm

∂δe
,

∂Cn

∂δa
, and

∂Cn

∂δr
by choosing the suitable constant Maher

number Ma. These coefficients can be utilized as the cer-
tain part B0 and decompose the uncertain part into vari-
able H(t). By this way, the dynamic uncertainty existing
in (8) can be attributed to the total uncertainty H(t), thus
reducing the complexity of the control design. Therefore,
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system (8) can be redescribed as

Ẏ1 = G1(Y1)Y2, (16a)

Ẏ2 = H(t)+B0U(t). (16b)

The aircraft system (8) can be simplified to a second-order
system by introducing the new state variable H(t), thus di-
rectly reducing the complexity of the control design. Nev-
ertheless, due to the loss of Y3 and Y4, H(t) is unknown to
us, and can be regarded as the uncertainties which contains
the information of Y3 and Y4.

Remark 1: The introduction of H(t) is based on strict
mathematical logic. In (14), H(t) = G2(Y1,Y2,Y3,Y4) +
B(Y1,Y3,Y4)U −B0U , combining formula (7) and system
(8) shows that H(t) is derivable. Furthermore, please refer
to Table 1 in the text for the aerodynamic derivative in the
aircraft system.

Uncertain factors in H(t) include density changes
caused by airflow changes, pressure changes caused by
airflow changes, changes in outside temperature during
aircraft flight, angle of attack, and airflow speed, and so
on.

Remark 2: From defining of B0, we can see that B0 =
1
2

ρV 2SrLΦ |Ma=const , where ρ is air density, ρ > 0; V is
the velocity of aircraft, V > 0; Sr is the reference area,
Sr > 0; L is the reference lateral or longitudinal lengths,
L > 0; if Φ |Ma=const is invertible, then B0 is invertible. In
fact, Φ |Ma=const is invertible. Cl , Cm, Cn are moment coef-
ficients of roll, pitch and yaw, respectively; Obviously, Cl ,
Cm, Cn all can be derived, and the derivative functions are
not zero. In short, Φ |Ma=const is reversible, and then B0 is
reversible.

3. BACK-STEPPING ADRC DESIGN

3.1. Back-stepping procedure
The actual state is Yi, the desired state is defined as Yr,i,

and the state error is defined as ei. Hence ei = Yi −Yr,i.
Starting from defining tracking error e1

e1 = Y1−Yr,1, (17)

with Yr,1 =Yr being the reference value for Yr,1, it is can be
obtained the derivative of e1

ė1 = Ẏ1− Ẏr = G1(Y1)Y2− Ẏr. (18)

According to the principle of back-stepping, the former
subsystem can be stabilized by virtual control of the latter
subsystem.

Choosing V =
1
2

e2
1 Lyapunov function candidate, we

obtain

V̇ = eT
1 ė1 = eT

1 [G1(Y1)Y2− Ẏr]. (19)

To obtain V̇ < 0, let Y2 = Yr,2 + e2 = Ẏr,1−Πe1 + e2, then
V̇ = eT

1 [G1(Y1)(Ẏr,1−Πe1 + e2)− Ẏr]. Y2 is considered as
a virtual control input utilized to impose the following de-
sired dynamics:

ė1 =−Πe1 =−diag
[

π1 π2 π3

]
e1. (20)

For guaranteeing the asymptotic stability of (18), the de-
sign matrix Π is selected as πi > 0, i = 1,2,3. After cal-
culation, if Y2 = G−1

1 (Y1)(Ẏr −Πe1), then V̇ < 0. Hence
combining (17) and (18), the solution can be obtained:

Yr,2 = G−1
1 (Y1)(Ẏr−Πe1). (21)

Remark 3: In (9), when θ =±90◦, G1(Y1) is a singular
value, which limits the control range of pitch angle. For
the sake of simplicity, the pitch angle control is considered
under the condition of−90◦ < θ < 90◦, which means that
G1(Y1) is nonsingular in this paper. In practice, pitch angle
of the vertical takeoff and landing aircraft system must be
90◦ but there is no such requirement in horizontal take-off
aircraft systems. Therefore, the control design under the
constraint of −90◦ < θ < 90◦ can be reasonably applied
to practical horizontal take-off aircraft systems.

3.2. Extended state observer design
ADRC is utilized to control the aircraft system by deal-

ing with modeling errors and structural uncertainties in
this paper. Before all, an ESO supplies an estimation of
the internal kinematics of the aircraft system.

A nonlinear continuous ESO is designed to estimate the
uncertainty H(t) in the control law. An augmented state
Y5 is considered as the uncertainties H(t), thus, we can
rewrite the sub-plant (16b) as follows:

Ẏ2 = Y5 +B0U(t),

Ẏ5 = h(t),

X = Y2,

(22)

where Y2 = X ; the derivative of the uncertainties H(t) is
h(t) which is uncertain as well. Then the second-order
ESO for systems (22) is designed as

ε1 = Z1−Y2,

Ż1 = Z2 +B0U(t)−λ1ε1,

Ż2 =−λ2fal(ε1,σ ,δ ),

X̂ = Z1,

(23)

where ε1 is the estimation error of the ESO,
[

Z1 Z2

]T

is the observed state variables for
[

Y2 Y5

]T
, X̂ is the

observed output for X , and
[

λ1 λ2

]T
is the observer

gain vector. The observer gains are chosen such that the
characteristic polynomial s2 +λ1s+λ2 is Hurwitz. In or-
der to optimize simplicity, all the observer poles are placed
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at −ωo . It results in the characteristic polynomial of (23)
to be

λo(s) = s2 +λ1s+λ2 = (s+ωo)
2, (24)

where ωo is denoted as the bandwidth of the observer and[
λ1 λ2

]T
=
[

2ωo ω2
o

]T
.

We define the function fal(·) as

fal(ε1,σ ,δ ) =

 fal1(ε1,σ ,δ )

fal2(ε1,σ ,δ )

fal3(ε1,σ ,δ )

 , (25)

where

fali(ε1,σ ,δ ) =


ε1i

δ 1−σ
, |ε1i| ≤ δ ,

|ε1i|σ sign(ε1i), |ε1i|> δ ,
(26)

where ε1i is the ith component of vector ε1, 0 < σ < 1,
δ > 0. For appropriate values of λ1, λ2, σ , δ the observer
output Z2 is approximate to H(t) and Z1 is approximate to
Y2.

3.3. ADRC design
With the ESO properly being designed, the control law

is acquired by

U(t) = B−1
0 (−Z2 +U0). (27)

Ignoring the estimation error in Z2, the plant (16b) is re-
duced a unit gain integrator

Ẏ2 = (H(t)−Z2)+U0 ≈U0, (28)

where U0 is output of the state error feedback. It is easily
controlled by a proportional controller, which is acquired
by

U0 = Kp(Yr,2−Z1), (29)

where Kp > 0 is the proportional constant of the propor-
tional controller. Then the control law (27) can be rewrit-
ten as follows:

U(t) = B−1
0 [−Z2 +Kp(Yr,2−Z1)]. (30)

Remark 4: By calculating (21) we can obtain the vir-
tual control input Yr,2, but which may not be obtained with-
out difficulty because of Ẏr. Here, in order to acquire Ẏr,
the TD [29] is introduced. Here’s a brief design of TD
which is utilized for tracking reference signal.{

χ̇1 = χ2,

χ̇2 =−κ1R2(
χ1−Yr

)
−κ2Rχ2,

(31)

where χ1 and χ2 are the state variables of TD, κ1 > 0,κ2 >
0 are constants that denote the maximum actuation avail-
able in the system; and R > 0 is the tuning parameter.

Lemma 1 [25]: Suppose that κ1 > 0,κ2 > 0 and Yr :
[0,∞) → R is a function satisfying sup

t∈[0,∞)

(|Yr|+ |Ẏr|) =

M1 < ∞ for constant M1 > 0. Then the linear tracking dif-
ferentiator (31) is convergent in the sense that, for ∀a > 0, lim

R→∞
|χ1−Yr|= 0,

lim
R→∞
|χ2− Ẏr|= 0,

uniformly for t ∈ [a,∞).

According to Lemma1, the TD states χ1, χ2 will be as
fast as possible approximate to Yr, Ẏr, respectively. Xia,
Y. Q. etc, has demonstrated the benefits of this tracking
method, for more details, please refer to [29,30]. In [24],
there is further explanations of TD. Hence Ẏr can be ac-
quired with the help of designing of TD for Yr.

Remark 5: The signum function in (26) are defined as

sign(x) =


1, x > 0,

0, x = 0,

−1, x < 0.

A general way to avoid chattering effect is a smooth ap-
proximation of the signum function, by replacing sign(x)
by sat(x) we have

sat(
x
ξ
) =


1
ξ

x, if ‖x‖ ≤ ξ ,

sign(x), if ‖x‖> ξ ,

(32)

where ξ is small boundary layer thickness.

Remark 6: Obviously, once the values of the state vari-
ables Y1, Y2 are measured based on the hypothesis (1), Yr,2

can be obtained by computing by (17)-(21), Ẏr can be ac-
quired by designing TD for Yr, Z2 can be gained by (23),
now that the controller (30) can be calculated completely.

4. STABILITY ANALYSIS OF CLOSED-LOOP
DYNAMIC

The stability for the estimation error of ESO and the
convergence closed-loop tracking error of the ADRC is
shown hereinafter.

Definition 1 [31]: Study the non-linear system, ẋ =
f (x,u), y = h(x) with x being a state vector, u being the
input vector and y being the output vector. If ∀x(t0) = x0,
the solution is UUB, there exists ε > 0 and T (ε,x0), such
that ‖x(t)‖< ε , ∀t ≥ t0 +T .

Lemma 2 (Barbashin-Krasovski Theorem) [31,35]:
Let x = 0 be an equilibrium point for system

ẋ = f (x), f (0),x ∈ Rn, (33)

where f : U → Rn is a continuously differentiable on an
open neighborhood U of the origin x = 0 in Rn.
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Let V (x) : Rn → R be a continuously differentiable
function such that

V (0) = 0, V (x)> 0, ∀x 6= 0,

‖x‖→ ∞⇒V (x)→ ∞,

V̇ (x)< 0, ∀x 6= 0.

Then x = 0 is globally asymptotically stable.

Lemma 3 [37]: If a Lyapunov description of finite-
time stability can be given as

L̇(x)+ τ1L(x)+ τ2Lµ(x)≤ 0,

τ1 > 0, τ2 > 0, 0 < µ < 1,

and the settling time can be acquired by

T ≤ 1
τ1(1−µ)

ln
τ1L1−µ(x0)+ τ2

τ2

such that the equilibrium point x= 0 is globally finite-time
stable for any given initial condition x(0) = x0 ∀t > T .

Lemma 4 [36]: Let x = 0 be an equilibrium point for
system (33). Let V (x) : U → R is a continuously differen-
tiable function, real numbers c > 0 and ζ ∈ (0,1), and an
open neighborhood U0 ⊂U of the origin such that{

V (0) = 0, and V (x)> 0, ∀x 6= 0,

V̇ (x)+ c(V (x))ζ ≤ 0, x ∈U0\{0}.

Then the origin x = 0 is a finite-time stable equilibrium
point of system (33). In addition, the finite setting T satis-
fies that T ≤V 1−ζ (x(0))/(c(1−ζ )).

Lemma 5 [38]: Let x = 0 be an equilibrium point for
system (33). Suppose that all the conditions of Lemma 2
and Lemma 4 are satisfied, the origin x = 0 is a globally
finite-time stable equilibrium point.

Lemma 6 [39]: The autonomous scalar system

ẋ(t) =−csignζ (x(t))

is globally finite-time stable, where signζ (x) =
|x|ζ sign(x), c is a positive real number, and ζ ∈ (0,1).
For arbitrary initial state value x(t0), the finite settling
time ts satisfies ts = |x(t0)|1−ζ/(c(1−ζ )).

4.1. Astringency of the ESO
In order to test the stability of the CLS, an expression

of observer error dynamics must be established.
Defining the observer error{

ε1 = Z1−Y2,

ε2 = Z2−Y5 = Z2−H(t).
(34)

Theorem 1: Here the new subsystem (22) and ESO
(23) are considered, hypothesize that h(t) is bounded,
there exist a positive constant ρi, i = 1,2 and a finite time
T > 0 such that |εi| ≤ ρi,∀t ≥ T > 0 and ωo > 0; and there
exist the parameters λ1, λ2, σ and δ such that Z1, Z2 as-
tringe to Y2, H(t) respectively.

Proof: On the basis of (22), (23) and (34), the observer
error kinematics are denoted as

ε̇1 = Ż1− Ẏ2

= Z2 +B0U(t)−λ1ε1−Y5−B0U(t)

= Z2−H(t)−λ1ε1

= ε2−λ1ε1,

ε̇2 = Ż2− Ḣ(t)

=−λ2fal(ε1,σ ,δ )−h(t). (35)

The observer estimation error εi is scaled by ω i−1
o , in other

words, ξi =
εi

ω i−1
o

, i = 1,2. Then, (35) can be rewritten as

ξ̇ = ωoAξ ξ +Bξ

h(t)
ωo

, (36)

where Aξ =

[
−2 1

−1 0

]
, Bξ =

[
0

1

]
.

Solving (36), it can be obtained

ξ = eωoAξ t
ξ (0)+

∫ t

0
eωoAξ (t−τ)Bξ

h(τ)
ω2

o
dτ. (37)

Let

p =
∫ t

0
eωoAξ (t−τ)Bξ

h(τ)
ω2

o
dτ. (38)

First, one must consider the positive and negative situation
of eωoAξ (t−τ)Bξ , if one wants to prove that (35) is true.

From Aξ =

[
−2 1

−1 0

]
, solving the eigenvalues of Aξ ,

then |Aξ − λE| = 0, λ 2 + 2λ + 1 = (λ + 1)2 = 0, Ma-
trix Aξ has two equal eigenvalues: λ1,2 = −1. Further-

more (Aξ −λE) = (Aξ +E) =

[
−1 1

−1 1

]
, (Aξ +E)2 =[

0 0

0 0

]
. Utilize the following formula to solve the fun-

damental matrix of eωoAξ (t−τ).

expAt = eλ texp(A−λE)t = eλ t
n−1

∑
i=0

t i

i!
(A−λE)i.

(39)

In order to facilitate the calculation, let x = ωo(t− τ), ob-
viously, x > 0.

eωoAξ (t−τ) = eAξ x

= e−x[E + x(A+E)+
x2

2
(A+E)2]

= e−x
{[

1 0

0 1

]
+

[
−x x

−x x

]}
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= e−x

[
−x+1 x

−x x+1

]
. (40)

On the basis of Bξ =
[

0 1
]T

, it can be further obtained

eωoAξ (t−τ)Bξ = ex

[
x

x+1

]
. (41)

It is apparent to know (eωoAξ (t−τ)Bξ )i > 0, i= 1,2. Accord-
ing to |h(t)| ≤ δ , the rigorous proof will be shown as fol-
lows:

pi =
∫ t

0

(
eωoAξ (t−τ)Bξ

)
i

h(τ)
ωo

dτ

=
1

ωo

∫ t

0

(
eωoAξ (t−τ)Bξ

)
ih(τ)dτ

≤ δ

ω2
o

∫ t

0

(
eωoAξ (t−τ)Bξ

)
idτ

=
δ

ωo
(eωoAξ t)i

∫ t

0

(
e−ωoAξ τ Bξ

)
idτ

=
δ

ωo
(eωoAξ t)i

( 1
−ωoAξ

)
i

(
e−ωoAξ τ Bξ

)
i

∣∣t
0

=
δ

ωo
(eωoAξ t)i

( 1
−ωoAξ

)
i

(
e−ωoAξ tBξ −Bξ

)
i

=
δ

ω2
o

( 1
−Aξ

)
i

(
Bξ − eωoAξ tBξ

)
i

=
δ

ω2
o

[
(−A−1

ξ
Bξ )i +(A−1

ξ
eωoAξ tBξ )i

]
, i = 1,2.

(42)

Hence

|pi| ≤
δ

ω2
o

[
|(−A−1

ξ
Bξ )|i + |(A−1

ξ
eωoAξ tBξ )|i

]
, i = 1,2.

(43)

Since A−1
ξ

=

[
0 −1

1 −2

]
, it can be acquired

∣∣(A−1
ξ

Bξ

)
i

∣∣={1|i=1,

2|i=2.
(44)

Since Aε is Hurwitz, there is a finite time T > 0 such that∣∣[eωoAξ t]
i j

∣∣≤ 1
ω2

o
, ∀t ≥ T, i, j = 1,2. (45)

Therefore∣∣[eωoAξ t]
i

∣∣≤ 1
ω2

o
, ∀t ≥ T, i, j = 1,2. (46)

From (37), it can be acquired∣∣ξi
∣∣≤ ∣∣[eωoAξ t

ξ (0)
]

i

∣∣+ ∣∣pi
∣∣. (47)

Let εsum(0) = ε1(0)+
|ε2(0)|

ωo
. In light of ξi = (εi)/(ω

i−1
o ),

it can be obtained∣∣εi
∣∣≤ ∣∣εsum(0)

ω2
o

∣∣+ 2δ

ω3−i
o

+
4δ

ω5−i
o

=ρi, ∀t ≥ T, i = 1,2.

(48)

So far, the finite time convergence is proved.
Next, the stability of ESO has been acquired by choos-

ing suitable parameters λ1 and λ2 [32]. ε̇ = [ε̇1, ε̇2]
T = 0

when the ESO is stable, and then one can write the esti-
mation error as[

ε2

fal(ε1,σ ,δ )

]
=

[
λ1ε1

−h(t)/λ2

]
. (49)

If |ε1i| > δ , calculating (49) and considering (26), it can
be obtained∣∣∣∣∣ ε1i

ε2i

∣∣∣∣∣=
[

σ

√
|hi(t)/λ2|

λ1
σ

√
|hi(t)/λ2|

]
. (50)

If |ε1i| ≤ δ , one can write the estimation errors as∣∣∣∣∣ ε1i

ε2i

∣∣∣∣∣= 1
λ2

[
|hi(t)δ 1−σ |

λ1|hi(t)δ 1−σ |

]
, (51)

with hi(t) being the ith component of vector h(t).
It can be seen from the above analysis that whether it

is |ε1i| > δ or |ε1i| ≤ δ , the estimation errors ε1 and ε2

depend on the observer gains λ1, λ2, σ and δ . By ad-
justing these parameters properly, the estimation errors of
the observer are small enough, so that the system state Y2

and extended state Y5 can be observed effectively by ESO,
that is, the estimated states Z1, Z2 will converge to the ac-
tual state of Y2 and H(t), respectively. λ1,λ2 ∈ (0,∞) and
σ ,δ ∈ (0,1) are the basic criterion for parameter selection.
Furthermore, although hi(t) is unknown, we can choose a
suitable λ2 large enough to make |h(t)/λ2| small enough.
Thus, λ1 should be small enough such that the estimation
error ε2 is as small as possible. Additionally, the smaller
σ is, the smaller the steady-state estimation error is [30].
The proof is completed. �

Remark 7: It is very crucially to select the ESO pa-
rameter which decides the stability of the observer. Ad-
ditionally, under the practical circumstance, information
which is unavailable on the internal states of the plants are
provided by state observers. They are also used as noise
filters. Hence, it is very important to select parameters to
provide the appropriate bandwidth. For more information
on parameter optimization of ESO, see [21,22,33].

4.2. Stability of the ADRC
Let ei = Yi−Yr,i, i = 1,2.
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Theorem 2: With the ESO obtained by (23), the tra-
jectory of the CLS (16) can converge into a residual set
of the reference trajectory in finite time with the control
law (30); in addition, e1 is UUB by which Y1 tracking the
reference Yr is guaranteed.

Proof: From (30), it can be obtained

U(t) = B−1
0

{
−Z2 +Kp[G−1

1 (Y1)(Ẏr−K1e1)−Z1]
}
.

(52)

According to the principle of back-stepping method, each
virtual input is designed to make each subsystem stable,
and then the stable input of the system can be obtained.

The convergence of ADRC is proven by considering the
Lyapunov function as

L =
1

2Kp
ZT

1 Z1. (53)

Then, with (52), the time derivative of L can be calcu-
lated by

L̇ = K−1
p ZT

1 Ż1

= K−1
p ZT

1 (Z2 +B0U(t)−λ1ε1)

= K−1
p ZT

1 (ε2 +H(t)+B0U(t)−λ1ε1)

= K−1
p ZT

1 [H(t)+B0U(t)]

= K−1
p ZT

1

{
H(t)−Z2 +Kp[G−1

1 (Y1)(Ẏr−Πe1)−Z1]
}

≤−‖Z1‖2 +K−1
p ZT

1 (H(t)−Z2)

+ZT
1 [G

−1
1 (Y1)(Ẏr−Πe1)]. (54)

According to Theorem 1, we know that Z2 astringe to
H(t), ‖H(t)−Z2‖ −→ 0 it can be obtained

L̇ ≤−‖Z1‖2 +ZT
1 [G

−1
1 (Y1)(Ẏr−Πe1)]. (55)

Substituting (20) and (21) into (55), we obtain

L̇ ≤−‖Z2
1‖+‖ZT

1 [G
−1
1 (Y1)(G1(Y1)Y2− ė1 + ė1)]

=−‖Z1‖2 +ZT
1 Y2. (56)

Substituting (34) into (56), we acquire

L̇ ≤−‖Z1‖2 +‖Z1‖2−‖ZT
1 ε1‖

≤ −‖ZT
1 ε1)‖< 0. (57)

Hence, the trajectory of the CLS (15) can converge into a
residual set of the reference trajectory in finite time with
the control law (30).

Next, Consider the Lyapunov function candidate

V =
1
2

eT
1 e1. (58)

Taking the derivative of (58)

V̇ =eT
1 ė1

=eT
1 (Ẏ1− Ẏr)

=eT
1 (G1(Y1)Y2− Ẏr)

=eT
1 [G1(Y1)(e2 +Yr,2)− Ẏr]

=eT
1 [G1(Y1)(e2 +G−1

1 (Y1)(Ẏr−Πe1)− Ẏr]

=eT
1 (G1(Y1)e2−Πe1)

=− eT
1 Πe1 + eT

1 G1(Y1)e2

=−
3

∑
i=1

πie2
1i + eT

1 G1(Y1)e2, (59)

with e1i being the ith component of e1. If e2 is bounded,
the positive πi is selected large enough such that it can be
acquired V̇ < 0.

Next, we are going to prove that e2 is bounded. Con-
sider (30), it can be rewritten as follows:

U(t) =−B−1
0 [Kp(e2 + ε1)+H(t)+ ε2]. (60)

It follows that

ė2 =−Kp(e2 + ε1)− ε2. (61)

Let C(t) = −Kpε1 − ε2, according to [33], it can be ac-
quired |C(t)| ≤M2 where M2 is positive constant.

Solving (61), one has

e2 =e−Kpt
2 e2(0)+

∫ t

0
C(t)e

∫
τ

t Kpds
2 dτ

≤e2(0)+M2

∫ t

0
eKp(τ−t)

2 dτ

=e2(0)+M2e−Kpt
2

∫ t

0
eKpτ

2 dτ

=e2(0)+M2e−Kpt
2 (eKpt

2 −1)

=e2(0)+M2(1− e−Kpt
2 )/Kp. (62)

Since Kp > 0, obviously, e2 < e2(0)+M2/Kp. Hence, e2

is bounded. Then V̇ < 0 when positive πi is selected large
enough. In addition, e1 is UUB by guaranteeing the Y1

tracking the reference Yr. The proof is completed. �

Remark 8: From (62), it is clear that V will not con-
verge to zero for the existence of e2 owing to estimation
error of the ESO. It implies that the state Y1 can also only
converge into a neighborhood of the reference trajectory,
and remains within it.

5. SIMULATION RESULTS

This section presents results of simulation for the flight
path control of a simplified Navion aircraft model [34],
whose flight conditions, aircraft parameters, and deriva-
tives are shown in Table 2.

The complete CLS including the ADRC and ESO is
simulated. The initial conditions are x(0) = y(0) = z(0) =
0, χ(0) = 0, γ(0) = 0, α(0) = α0 = 0rad, β (0) = 0,
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Table 2. Flight condition, aircraft parameters, and deriva-
tives.

H 0 m CL 0.28 Clβ -0.26

ρ 1.225 kg/m3 CD 0.015 Clp -0.36
V 53.5 m/s CT 0.015 Clr 0.10
Sr 17.1 m2 Cmu 0.017 Clδa

0.013
l1 10.15 m Cmα

-0.60 Clδ r
0.0007

l2 2.14 m Cmα̇
-2.00 Cnβ

0.11

l3 1.74 m Cmq -15.5 Cnp -0.032
Ix 1420.5 kg·m2 CLu 0.43 Cnr -0.23
Iy 4066.4 kg·m2 CLα

3.4 Cnδa
0.0018

Iz 4784.7 kg·m2 CLα̇
6 Cnδ r

-0.1
Ixz 0 kg·m2 CLq 5.4 Cylβ

-0.90

V0 53.5 m/s CDα
0.20 Cyp 0

Tx 189.8 N CDu 0.0 Cyr 0
m 1247 kg CLδe

0.34 Cyδa
0

Pr 0.2695 – CDδe
0.0 Cyδ r

0.18
Ma 0.158 – Cmδe

-1.4

Note:
∂Cx

∂y
,Cxy .

Table 3. Parameters of simulation.

ADRC σ=0.15 λ1=120 λ2=3600 δ=0.1
κ1=12 κ2 = 6 Π = 3.4I3 Kp=100

PID kp = 3 ki = 0.1 kd = 0.01 –
Note: I3 represents the R3×3 identity matrix.

µ(0) = 0, p(0) = q(0) = r(0) = 0,
[

δa δr δe

]T
=[

0.1 −0.6 0
]T

(degree),

Through the above analysis and proof, it is very impor-
tant to select properly the gain parameters Π , λ1 and λ2.
The optimum parameters of the controllers and ESO are
selected and obtained in Table 3 by analysis and calcula-
tion.

Remark 9: Through proof and analysis, we know the
value range of each observation gain, and know which pa-
rameters are the bigger the better, and which parameters
are the smaller the better. This provides us with a good
direction and great convenience for selecting parameter
values in simulation experiments. In the simulation exper-
iment, the data in Table 3 was obtained by adjusting the
parameters appropriately.

Fig. 3 is the structure diagram of the closed-loop system
control strategy, including the control strategy of ADRC
and PID.

In practice, both the deflection angle and the deflection
rate of the rudder are limited, so the constraint of control
input must be considered, and the saturation limiting func-
tion sat(·) (As shown in the Fig. 4), the actual control input

Fig. 3. Block diagram of the closed-loop control.

Fig. 4. Schematic diagram of saturation constraint func-
tion.

U(t) is expressed as

U(t) = Ωsat
(

U0

Ω

)
=


U(t)max, U0 >U(t)max,

U0, U0 ∈ [U(t)min,U(t)max],

U(t)min, U0 <U(t)min,

(63)

where Ω is the control domain, and its value range is
[U(t)min,U(t)max], U(t)Max is the maximum control quan-
tity allowed to be input, corresponding to the minimum
turning radius and the shortest time of adjusting direction.

One reference output trajectory is as follows:

Yr =

 ψr

θr

φr

=

 2(degree)

−3(degree)

4(degree)

 ,
where the initial attitude angles are ψ(0)

θ(0)

φ(0)

=

 0(degree)

0(degree)

0(degree)

 .
Fig. 5 shows the attitude trajectories. Obviously, by

choosing a reasonable parameter Π and Kp, the designed
aircraft control system can ensure that the obtained atti-
tude angle can effectively track the controlled angle. In
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Fig. 5. Attitude angles (degree).

fact, the attitude angle needs less than 4s to astringe to the
reference states, which meets the system attribute require-
ment of T ≤ 4s, where T denotes the time when the system
reaches the stable state. In order to quickly obtain the sig-
nal Ẏr, the parameters κ1,κ2 utilized in TD are chosen as
κ1 = 12,κ2 = 6.

Figs. 6-8 shows the performances of ESO observing
the uncertainties H(t). By choosing proper values of λ1,
λ2, σ and δ , each component of the estimated states
Z2i(t) astringes to the practical uncertainty component
Hi(t) within finite time. Concretely speaking, the esti-
mated states Z21(t), Z22(t) and Z23(t) astringe to the practi-
cal uncertainty components H1(t), H2(t) and H3(t) within
0.1s, 0.3s and 0.3s, respectively. Hence, the application of
ESO is reasonable.

Fig. 9 depicts the trajectories of angular velocity. The
angular velocity state trajectory converges very fast, and
the convergence time is less than 4s. The control input de-
flections and the derivatives of deflections are shown in
Fig. 10 and Fig. 11. The state trajectories are basically
stable within 4 seconds and remains there. In order to ver-
ify the robust stability of ADRC, we added the external
interference in the experimental simulation, which is the
Gaussian white noise interference, and the Gaussian white
noise Fig. 12 runs through the whole experiment, which is
the comparative analysis under the interference of Gaus-
sian white noise. Attack angle, sideslip angle and the ho-
mologous derivatives are shown in Figs. 13 and 14. And
Fig. 15, Fig. 16, Fig. 17, Fig. 18 under the different con-
troller of PID and SMC, respectively.

Compared with the PID and SMC, the several advan-
tages of our method are obtained as follows:

• Considering the astringency speed of state trajectory,
it is obvious that our method converges faster than
PID and SMC.
• For ADRC, its overshoot must be considered. The

simulation results show that, compared with PID and
SMC, the ADRC method proposed in this paper has
better robustness and stability.
• From Figs. 13-18 we can discover the state trajecto-

ries applied ADRC are smoother than the results ap-
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Fig. 6. Estimating uncertainty by ESO.
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Fig. 7. Estimating uncertainty by ESO.
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Fig. 9. Angular velocity (rad/s).

plied PID and SMC. This point deserves mentioning
for in the process of practical application, the systems
may be damaged if the astringency is poor.
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Fig. 10. Control input deflection angles (degree).
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Fig. 11. Angular velocity of deflection (degree/s).
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Fig. 12. Gaussian white noise interference.
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Fig. 13. α and β (degree)(ADRC).
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6. CONCLUSION

This paper has researched the combining the back-
stepping and ADRC to research the problem of attitude
control for an aircraft model which is non-linear in aero-
dynamics. Firstly, aircraft model is introduced. Then ESO
is applied to estimate the unknown variable H(t) which
is considered as external disturbances and the internal dy-
namics Y3 and Y4. Next, ADRC strategy is applied to con-
trol attitude control for an aircraft model in comparison
with the PID and SMC control approach. The stability of
ESO and ADRC are analyzed and proven theoretically.
The effectiveness of this method is illustrated with exam-
ple of Navion aircraft model. The results acquired from
simulation attest that the ADRC is able to attain better
control performance than the PID and SMC method. The
future work should improve the control accuracy and sen-
sitivity of attitude control. Although the control time can
be within two seconds, there are obviously some small
overshoots, which need further improvement. The flight
path tracking and velocity tracking of the powered aircraft
will be studied in future. Further study on the performance
of non-steady aircraft, including glide at constant angle of
attack, glide at constant altitude and so on.
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