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Abstract

Fouling is the unwanted accumulation of material on a processing surface
which is an especially problematic issue in the food industry. Characterizing
or predicting fouling through traditional methods or models is a challenge
due to the complexity of fouling mechanisms. Machine Learning techniques
can overcome this challenge by creating models for prediction directly from
experimental data. Unfortunately, the results can be hard to interpret de-
pending on the algorithm.

Here, a soft sensor is generated from an extensive data set to predict the
fouling of a model particle material system. This is performed inside two
different pipe fittings, an inaccessible and accessible fitting (e.g., for sensor
measurements). Additionally, Dimensional Analysis is conducted to identify
the correlations responsible for fouling while keeping descriptors with physi-
cal meaning. The resulting dimensionless numbers are further processed by
three machine learning algorithms: Linear Regression, Symbolic Regression,
and Random Forest.
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two regressors for the dimensional (Q2 = 0.90± 0.08) and for the dimension-
less data (Q2 = 0.88± 0.09). The parameter time and particle mass fraction
were determined to be most influential. Furthermore, seven dimensionless
numbers were obtained allowing a reduced experimental design.

Keywords: Food processing, Fouling, Cleaning, Sustainability, Machine
learning, Dimensional analysis

1. Introduction

Fouling and cleaning issues

Fouling has a significant negative environmental and economic impact
on numerous production processes due to its impact on heat transfer and
fluid flow [1, 2, 3, 4]. Fouling also results in food safety hazards [5], prod-
uct contamination [6], and/or aroma carry-over [7]. In complex material
systems, a considerable number of potential fouling components (proteins,
salts, carbohydrates, fats) exist and could, depending the operating condi-
tions, result in different or even coexisting fouling mechanisms. For instance,
thermal processing of milk (e.g., pasteurization) can lead to polymer foul-
ing (proteins) and crystallization fouling (milk salts). Additional types of
fouling that may occur are particulate, corrosion or bio-fouling [8]. Due to
the prevalence of fouling in food processing facilities, better understanding
of fouling mechanisms and prediction of the presence of fouling would have
significant implications on the development of strategies to reduce or prevent
fouling.

Fouling and the associated cleaning steps for a production plant have sig-
nificant potential for optimization, as the cleaning steps are usually designed
with considerable safety margins and result in cleaning processes which are
‘too long, too hot and employ too much chemical’ [9]. These ‘unspecific
cleaning protocols’ result from the fact that foodstuffs are prone to hygienic
risks and are often treated in multi-component production plants [10]. Hence,
the significant potential for the improvement of these processes can be ac-
complished through a better mechanistic understanding of fouling and online
prediction of the fouling events. These improvements would enable the es-
tablishment of highly optimized and tailored cleaning steps with the help
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of sensor data [11]. With these measures, the resource consumption (e.g.,
energy, water, and chemicals) of cleaning processes could be reduced, while
benefiting food product safety and quality. Even though physical sensors en-
able the prediction of the fouling status online, their use in the field of food
processing is restricted due to the diversity of foulants, lack of sensitivity
and non-invasive measurement techniques. Furthermore, the need for knowl-
edge of the fouling mechanisms that is required for proper interpretation of
the sensor signal is also important. Therefore, so called ’soft sensors’, which
are digital sensors employing numerical predictive models, are an attractive
solution for fouling prediction and mitigation.

Particulate and heat exchanger fouling

To manage the risk of fouling in food processing, hygienic design prin-
ciples and standards have been established to prevent hazardous process
designs and constructions [12, 13]. For particulate fouling, these standards
focus on the drainability and the prevention of dead zones in the equipment
[14]. Dead zones can induce particulate fouling in both heat transfer equip-
ment and also in the surrounding, transfer piping of a production plant. If
there are particles present in the process medium, fouling in both locations
are possible even though the cause for the particulate fouling does differ.
Particulate fouling is influenced by the bulk gaseous or liquid phase. Par-
ticles from the liquid phase, which is the focus of this work, can further be
classified by their size: colloidal particulate fouling has a particle size ranging
from nanometers to the lower micrometer scale. Conversely, the deposition
of larger particles is assigned to sedimentation fouling. Generally speak-
ing, for the flow conditions applied in industrial processes, small particles
(dp < 1 µm) are preliminary transported by diffusion, while larger particles
(dP > 20 µm) are highly influenced by inertia [15]. Notably, for situations
with a high particle concentration, particles can form agglomerates consist-
ing of multiple particles that may be transported like single large particles
[16].

Particulate fouling in heat exchangers can be heat induced due to dead zones
in non-ideal geometries which lack a proper mixing of the fluid and therefore
are overheated compared to other areas of the heat exchanger [17]. Previous
work has focused on the influence of the particle concentration on deposition
inside heat exchangers [4]. Here, the particle deposition is influenced by the
overall fluid flow. For particulate fouling in heat exchangers, the change in
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the rate of fouling with time follows an asymptotic trend[18, 8, 4].

In contrast to apparatuses, like heat exchangers, the focus of this work lies on
pipe fittings which do not induce a strong temperature gradient between the
surface and bulk fluid but highly influence the flow pattern. The deflection
of the fluid flow is therefore the main driving force for sedimentation fouling.
Even though particulate fouling is common, especially in cooling water appli-
cations in the form of sand, mud or dust [8], the actual particle mass fraction
in the bulk fluid is often unknown or highly variable. Particulate fouling in
food processes has numerous sources and represents a significant hazard for
the corresponding equipment. In the dairy industry, the driving factor for
fouling is the aggregation of whey proteins which is heat induced. Here, ag-
gregates with calcium ions are formed having a particle size of dP = 0.5 µm
[19]. Furthermore, a hygienic risk for the food industry are biofilms which are
formed by microorganisms. Here, single cells, agglomerates of cells, or whole
bits of a biofilm can cause a formation of a new biofilm elsewhere [20]. Due
to the variation in the size of these particles, it is challenging to characterize
and predict the flow and fouling behavior.

Anti-fouling approaches

Extensive efforts have been made in the past decades to develop tools
and methods to better understand fouling mechanisms, while establishing
and optimizing strategies for the mitigation of fouling. A very prominent
strategy is the modification of the surface that is prone to deposition. Here,
the measures depend on the process, the fouling mechanism, and surface
material (reviewed in [21, 22, 23]). Other strategies attempt to optimize
equipment or flow design, e.g., the heat exchanger design, the application of
spiral inserts into tubes, or the use of reverse or pulsating flow [24, 25, 26].
To develop strategies for fouling prevention, the system has to be investi-
gated and well understood [27]. Investigations in the lab or production plant
to understand the effect of different processing parameters on fouling are
usually followed by calculations and modelling of varying complexity. Sim-
ple established methods regarding the determination of fouling in a heat
exchanger, which is prone to fouling by heat sensitive material, rely on the
calculation of the change in pressure drop or the thermal fouling resistance
during the production time [28, 29, 30, 31]. More complex approaches use
statistical methods to link the degree of fouling with the heat exchanger per-
formance [32] or generate dynamic models to quickly detect changes in the
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fouling status of an apparatus [33, 34]. Other studies even enable the local
modeling of fouling in heat exchangers from experimental data [35]. Even
though the aforementioned approaches allow the description and modeling
of fouling, they require a significant amount of experimental data which can
be expensive and limited in application to the material system employed in
investigations. Recent improvements in computing power and the availabil-
ity of sensors in the process industry promote promising new approaches for
fouling modelling and prediction.

Dimensionless numbers

In addition to the use of sensor data, the application of Dimensionless
numbers (DNs) represents another methodology for the establishment of pre-
dictive fouling correlations, which are independent of the mechanism of foul-
ing. DNs are algebraic expressions where all variables are physical parameters
with a base dimension or combination of base dimensions (e.g., length, time,
mass) while the resulting quantity is dimensionless. The application of DNs
have several advantages, such as the resulting equation describing a problem
can be simplified, scale estimates might be possible and the amount of nec-
essary experiments can be reduced [36]. Furthermore, through the direct use
of important physical quantities, underlying physical relations are evident in
DNs which promotes the ease of scale-up in further steps.

For complex tasks in the area of chemical and food process engineering (e.g,
reaction kinetics, fluid dynamics in complex geometries, etc.) it is often
necessary to build a preliminary predictive model instead of relying on fun-
damental transport phenomenon as a source of modelling. For example, a
failure in computational fluid dynamics where the transport and conversion
of species are not fully described by equations can occur [37]. Well-known
DNs, such as the Reynolds, Froude, Archimedes, Bodenstein or Damköhler
number, are only a small selection of the possibilities that DNs have in this
research field. Sritham et al. established a mathematical approach by ap-
plying Dimensional analysis (DA) to model the prediction of soymilk fouling
in plate heat exchangers [38]. DNs have also been applied for the prediction
of the fouling mass in a plate heat exchanger during thermal processing of a
whey protein solution. In this case, DNs incorporate the kinetics of the pro-
tein denaturation reaction, the temperature profile along the flow path within
the plate heat exchanger, the Reynolds number, and the molar ratio of cal-
cium and β-lactoglobulin [39] or the mass prediction [40, 41]. Deponte et al.
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applied DNs to model the cleaning times for the three different model soils,
namely starch, gelatin and egg yolk [42]. For particles in fluids, Reynolds Re
and Archimedes number Ar were applied to describe the relevant flow types
in pipes [43] and to characterize motion mechanisms of single particles [44].

Applications of Artificial intelligence

Large improvements in computing capacity and the optimization of the
applied algorithms has led to an incredible boost of new applications for
Artificial intelligence (AI) . One subfield of AI in particular has become a
focal point in recent years due to the direct benefits it provides to end users,
e.g., voice and handwriting recognition, autonomous driving, or user pro-
filing for personalized advertising. Machine learning (ML) is a branch of
AI where predictive models are automatically derived from raw data. In
this study, supervised ML is considered, in which the training data includes
the correct value of the target variable to be predicted. Furthermore, re-
gression algorithms enable the generation of models that predict continuous
values. These models are characterized by their capacity, that is their ability
of learning functions of a given complexity. In general, capacity is inversely
proportional to interpretability, that is the human ability to make sense of the
behavior of a model. For example, linear regression is limited to the approx-
imation of linear functions, but experts can easily interpret a linear model
by analyzing the weight it assigns to each problem variable (low capacity,
high interpretability). Conversely, large neural networks can deliver good
predictions for extremely complex problems, but they can contain billions
of weights and are thus complete black boxes which are even im- pervious
to the sense-making of domain experts (high capacity, low interpretability).
Furthermore, ML models with a high capacity are more sensitive to overfit-
ting, a phenomenon where a model memorizes patterns that only exist in the
training data. As a result of overfitting, the model shows poor generalization,
or in other words, poor performance on unseen (test) data. On the contrary,
models with a capacity lower than the minimum capacity needed to model
a problem result in underfitting and therefore exhibiting low efficiency on all
data [45].

Despite a rich collection of theoretical studies on the topic [46], both evalu-
ating the capacity of a specific model and estimating the minimal capacity
necessary to describe a regression problem are still open issues in the ML
field. The choice of the most appropriate ML algorithm for a problem is
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further complicated by the possibility of choosing different hyperparameters,
which are user- defined values for the settings of an algorithm. In real-world
applications, it is common to try different algorithms, evaluate their perfor-
mance with a k-fold cross-validation, and let a stakeholder select the model
that represents the most suitable compromise between performance and hu-
man interpretability.

There are many examples of the successful application of ML techniques in
the field of process engineering. With specific relevance to this work, ML has
been applied in the prediction of fouling in heat exchangers using ML tech-
niques like Deep Learning [47], Symbolic Regression [34] or Gaussian Process
Regression, Decision Trees, and Support Vector Regression [48]. Yet, the risk
associated with rapid evolution of such ML tools and their introduction to
a new research community includes the generation of models that are, e.g.,
highly overfitted and therefore cannot be generalized well to unseen data
points. For example, Kim et al. [49] applied an artificial neural network to
predict the fouling of particles in a pipe, while obtaining extremely accu-
rate results. However, the methodology employed in the paper uses a single
training-test split for the data, so the robustness of the results is questionable;
in such cases, ML practitioners would perform at least a cross-validation to
obtain a more reliable estimate of the mean and the standard deviation of
the algorithm’s performance.

The comparison of different ML models is not straightforward. Since most
algorithms tend to overfit the data that was used for training, it is advisable
to split the data: 1) a training set, used for training the algorithm, and 2)
a test set, unseen during training, that can be used to assess the generaliza-
tion of the algorithms. A common approach is to shuffle the available data
and randomly split it into a training and test set. However, since the split
is random, it might accidentally under- or over-estimate the performance of
the algorithms. For this reason, it is advisable to perform a k-fold cross-
validation, a procedure where the data is randomly divided into k-parts, and
the training/ test procedure is repeated k-times, always leaving one part of
the data for test and training on k− 1. A k-fold cross-validation results in a
mean performance and an associated standard deviation that can be infor-
mative to compare different algorithms. Inclusion of a standard deviation is
helpful because in some cases two performances might not be statistically sep-
arable even if their means differ. The cross-validation process is still affected
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by randomness, but the impact is mitigated by the repeated evaluations.

An advantageous application of ML in the field of process engineering is its
use in the generation of soft sensors. Generally speaking, soft sensors take
an arbitrary amount of input parameters (sensors, lab data, expert knowl-
edge) to estimate a target value (physical quantity, quality level, etc.). The
performance of a soft sensor can be improved by updating simple estima-
tions or calculations with ML algorithms. There is a wide application of soft
sensors in chemical, pharmaceutical, and food industries (reviewed in [50]).
Despite this widespread use, soft sensors are often application-specific, thus
their transferability to other applications can be challenging.

Selected approach

In this work, various ML algorithms are applied and compared for the
prediction of particulate fouling in pipe fittings, commonly found in food
processing environments. The ML algorithms are then grouped to constitute
a robust soft sensor. Before applying the ML algorithms to the data set, a
selection of input variables (fluid flow domain, thermophysical properties of
the fluid medium, and process parameters) were grouped together in DNs
to propose concise semi-empirical correlations between relevant parameters.
The goal was that they are not devoid of physical meaning and allow the
application of the soft sensor or the established correlations for sizing of real
world problems. A model particulate material system was investigated and
used for the generation of experimental data. This well-established soda
lime glass particle system exhibits beneficial properties including a relatively
small particle size (dp,50 = 3.14 µm), monodispersity, and chemical inertness.
Application of this model system led to reproducible results and proved to
be beneficial for further modelling and calculations [51, 52, 53]. Experimen-
tal investigations of the particulate fouling of two pipe fittings were used to
create a soft sensor which was then trained with an extensive data set for
one fitting (pipe socket) and a reduced data set for the other fitting (pipe
bend). This mimics the situation in a real processing environment: the foul-
ing status of a fitting which is directly accessible by sensors (classically pipe
sockets) is estimated by analysis of the online sensor data. It is important
to note that integral fouling detection techniques like the determination of
the pressure drop would not be able to detect this kind of deposition due
to the dead space inside the pipe socket. Here, recent advances in meth-
ods for the direct detection of fouling could be applied, namely the use of
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temperature measurements in a pipe fitting for the detection of particulate
fouling as reported by Jarmatz et al. [54] . This study presents an innovative
methodology and the results for the development of a soft sensor to predict
the fouling of a particulate material system as a pre-step before the inclusion
of the mentioned online temperature measurement into the model.

2. Material and Methods

2.1. Generation and preparation of the training data

The applied data set was taken from [53] who performed a comprehensive
parameter screening for the investigation of particulate fouling in a selection
of prominent pipe fittings. The data set was provided for the reported anal-
ysis after the experiments were completed and therefore not tailored for the
processing. This mimics an arbitrary record of process data that is further
analyzed. The trials included the variation of the fitting type, the fitting ori-
entation in the three-dimensional space, and the pipe diameter or size of the
fitting. Furthermore, process parameters such as particle mass fraction, time,
volumetric flow rate, and temperature were systematically varied. Fouling
was quantified by the mass of fouling deposit in the fitting at the end of each
experiment. For better comparison of the experiments, the dimensionless
Reynolds number Re (Equation 1) was kept constant for most of the screen-
ing experiments (except for the variation of the volumetric flow rate). For the
investigated system, the Re is influenced by the variation of the volume flow
V̇ at a constant pipe diameter and the temperature variation (fluid density
ρ and viscosity η are temperature dependent). Since the volume fraction Φ
of the particle suspension is relatively low (Φmax ≤ 0.02), the fluid can be
classified as Newtonian and therefore the Re be applied [55, 56, 57].

Re =
din · ρFl · u

ηFl

(1)

The experimental setup consisted of the circulation of the tempered par-
ticle suspension through the corresponding fitting as indicated in Figure 1.

The complete screening data set consists of 1452 total data point of which
510 were selected for the data analysis presented in this study. The data was
selected based on the following criteria:
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Figure 1: Process flow diagram of the test rig used to generate the investigated data set
[53].

1. Data only for the fittings ‘pipe socket’ and ‘pipe bend’ were considered
to include one fitting accessible to a potential sensor (measuring fitting)
and one that is not (target fitting), respectively.

2. Extreme values (either positive or negative) that highly exceed the
maximal or minimal value of the other fitting were excluded to prevent
problems in the generation of the models.

3. Data only for the pipe diameter of din = 6 mm were included for both
fittings to exclude a scaling effect to mimic a process plant where the
size of the equipment does not change regarding the equipment in
question (including experimental data respecting larger diameters is
planned for future work).

The data set for the variation of time, particle mass fraction, and Re is
visualized for the pipe socket and pipe bend in Figure 2.

The data cloud is most dense at the lower end of the investigated pa-
rameter range. This is due to the initial parameter screening which was
gradually extended by the inclusion of different lab equipment that allowed
for an investigation of a wider parameter range. Starting from there, the pro-
cess parameters were increased continuously to measure the response of the
system. For each data point at least three replicates were recorded but not
shown due to overlap. The parameter range for the data set is summarized in
Table 1. Based on the second criteria for data selection discussed previously,
the data sets for the pipe socket and pipe bend were aligned with respect
to the minimum and maximum fouling mass, respectively. This results in a
difference in the minima and maxima for each pipe fitting.

For the training of the algorithms the set of the dimensional data points
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Figure 2: Overview of the combined data set for the socket and bend plotted for the three
parameters Reynolds number, particle mass fraction and time.

Table 1: Parameter range of the processed data set for the two fittings socket and bend.

Socket Bend
Parameter min. max. min. max.

Particle mass fraction w / gpart · gtot−1 0.005 0.04 0.01 0.03
Time t / min 1 180 1 360

Temperature ϑ / ◦C 20 55 20 55

Volume flow V̇ / L ·min−1 0.75 9.5 0.97 3.75
Reynolds number Re / − 2,600 33,500 6,700 13,200

consists of the features shown in Table 1, as well as the fitting type, the
inner surface area Ain, the fluid density ρFl, fluid dynamic viscosity ηFl, the
fluid kinematic viscosity νFl, and a geometric factor (α = 180◦ for the pipe
socket and α = 90◦ for the pipe bend). This factor describes the straight
pipe flow for the pipe socket and the angular flow of the pipe bend. The
target parameter was the obtained soil mass.

2.2. Dimensional analysis

For the generation of the DNs, the method developed by [58] and the
underlying rules described by [37] were applied:

1. Establishment of a relevance list containing the input and target vari-
ables,
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2. Screening of the physical quantities for their dimensions in SI-units,

3. Application of the Buckingham Π theorem [59],

4. Generation of the dimensionless numbers,

5. Rearrangement of the determined numbers.

For the generation of the dimensionless numbers, the Buckingham Π the-
orem was applied as indicated in Equation 2 where p is the number of di-
mensionless numbers, n the amount of process variables and k the number
of physical dimensions [59].

p = n− k (2)

To the best of the authors’ knowledge, this is the first attempt to answer
the question of how particulate fouling for defined process conditions can be
predicted in pipe fittings. After establishing a relevance list (see Table 2),
the further analysis led to the dependencies stated in Equation 3.

Table 2: Relevance list of parameters for particulate fouling in pipe fittings.

Category Parameters
Process parameters Average flow velocity u

Time t
Geometrical parameters Inner pipe diameter din

Gravitational acceleration g
Particle properties Particle diameter dP

Particle density ρP
Particle mass fraction mP

mP+mFl

Fluid properties Fluid density ρFl

Fluid dynamic viscosity ηFl

Fluid kinematic viscosity νFl

Deposition properties Deposit mass md

md = f

(
dp, ρP , ρFl, ηFl, u,

mP

mP +mFl

, t, g, din, G1

)
(3)

The causal variables in Equation 3 are composed of i) common and spe-
cific geometrical parameters of the pipe fitting; ii) thermophysical properties
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of the bulk fluid, including the density (ρFl) and dynamic viscosity (ηFl);
and iii) properties of the particles, including mean average diameter (dP )
and the density (ρP ) . Since the particles are exposed to gravity, the gravi-
tational acceleration (g) is also considered, even though it is constant for all
experiments. The common geometrical parameters are the diameter of the
pipe fitting din (characteristic length perpendicular to the flow axis) and the
specific pipe fitting geometrical parameter G1, which refers to the specific
geometrical parameters. These parameters are required to fully define the
shape of the socket and bend. These parameters are not generic to all pipe
fittings. The term mP · (mP +mFl)

−1 equals the mass fraction of particles in
the fluid phase and also impacts the flow. Applying ρFl, u and din as relevant
physical variables, a first set of dimensionless numbers governing the target
variable is chosen (see Equation 4).

md

ρP · din3
= F1

(
ρP
ρFl

,
dP
din

,
mP

mP +mFl

,
ηFl

ρFl · u · din
,
t · u
din

,

g · din
u2 , G1

∗
)

(4)

Note that in Equation 4, the parameter G1
∗ refers to the set of di-

mensionless numbers which would be obtained by non-dimensionalizing G1.
Equation 4 represents a pertinent dashboard showing the commands respon-
sible for the variations for the target variable. As explained in [60] and [37],
the choice of scaling variables and recombination is user-dependent because
the user decides which influence needs to be emphasized and, consequently,
the resulting DNs have different interpretations. These choices do not af-
fect the content of the experimental data set, but affect only the form of
their presentation. Rearrangements are often motivated to i) produce DNs
whose physical meaning is well established and accepted, ii) eliminate frac-
tional exponents, iii) eliminate a physical quantity of a DN to obtain a new
one independent of it or to isolate a physical quantity within a single DN
of the set. Rearrangement of Equation 4 results in a classical set of DNs
in Equation 5 which control sedimentation of particles when a solid/liquid
suspension circulates in a pipe fitting. This set of DNs are processed and
presented as features to the ML algorithms.
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ρP · din · Ain

= F2

(
ρP − ρFl

ρFl

,
dP
din

,
mP

mP +mFl

, Re =
ρFl · u · din

ηFl

,

t · u
din

, Ar =
(ρP − ρFl) · g · dP 3

ηFl

, G1
∗
)

(5)

2.3. Machine learning techniques

In this study, three, representative, albeit not exhaustive, subset of tech-
niques commonly used in real-world applications, including linear models,
free-form equation-based models, and ensembles of decision trees are pre-
sented. These techniques were selected after performing preliminary runs
with several ML algorithms (details reported in Appendix A). The perfor-
mance of all algorithms is evaluated using a 10-fold cross-validation scheme.

A classical quality metric for assessing a ML algorithm’s performance for
regression problems is the mean squared error between the model’s predic-
tion and observed values; however, the scale of the data can differ between
data sets, thus practitioners favor the coefficient of determination R2 which
is defined as:

R2 = 1− SSres

SStot

= 1−
∑

i (ŷi − yi)
2

∑
i (yi − ȳ)2

(6)

where yi is the observed value for the i-th data sample, ŷi is the ML model’s
prediction for the i-th sample, and ȳ is the mean value for all observed val-
ues. A R2 value close to 1.0 indicates good performance of a model, while
a R2 value close to 0.0 (or negative) indicates poor performance. Following
classical naming conventions in this study, R2 will be referred to as the coeffi-
cient of determination computed on the training set, and Q2 the coefficient of
determination computed on the test set. For most ML algorithms, R2 > Q2

due to overfitting on the training data. Thus, Q2 is a more reliable value to
compare algorithms.

Some, but not all, ML algorithms require data to be normalized and pre-
processed for maximum efficiency. Therefore, a classical pre-processing step
for all algorithms is applied. First, the values of the only categorical feature

14



Journal Pre-proof
Jo
ur

na
l P

re
-p

ro
of

Fitting type, whose original values are strings which signify the difference
between bend and pipe socket, are changed to numerical values with physical
meaning, namely the angle in the bend (90) and the pipe socket (180) in de-
grees. Second, during the cross-validation process, a standard normalization
is applied to all features in the problem that learns the normalization on the
training set and applies it to the test set. For each feature, the normalization
removes the mean and scales its values to unit variance. Given the limited
amount of available samples, no hyperparameter tuning was performed for
the ML algorithms, as a proper hyperparameter tuning process requires a
validation set which necessitates a further split in the dataset. Moreover,
this work is a proof of concept and the performance of the algorithms was
acceptable even without extensive tuning (see Table A.4.)

The code for the experiments is implemented in python, relying upon the ML
package scikit-learn [61] and for the Symbolic regression (SR) algorithm,
the compatible package PySR [62] was implemented. For all the algorithms,
default hyperparameter values from the library were applied, except when
specified. The code is freely available on a GitHub repository (the link will
be disclosed after peer review).

2.3.1. Linear regression

Linear regression (LR) [63] is one of the first and most popular approaches
for creating ML models. The algorithm fits a linear model with weights w =
(w1, w2, ..., wp), where p is the number of features, to minimize the difference
between the observed targets in the training data and the predictions of the
model. This solves the problem in the form, min ||Xw− y||22, where X is the
matrix containing the feature values for each sample and y is the vector with
the observed values in the training set. Compared to other ML algorithms,
LR has a low capacity, but is highly interpretable for humans.

2.3.2. Symbolic Regression

The term SR defines a class of algorithms that perform a stochastic ex-
ploration of the search space consisting of all free-form equations to find the
equation that best approximates the training set. SR techniques are based on
a stochastic optimization algorithm called Genetic programming (GP) [64],
where candidate solutions are described as binary trees. Intermediate nodes
encode mathematical operations (e.g. addition, subtraction, multiplication,
logarithm...) and leaves/terminals of the tree encode problem features or
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constant values. In theory, SR can deliver equations of arbitrary shape, so
this algorithm typically creates models of higher capacity than LR. On the
other hand, the interpretability of SR models can be lower, because it might
be hard to make sense of extremely complex equations, for example involving
logarithmic or trigonometrical operators.

SR has a considerable number of hyperparameters. For example, µ is the
size of the archive of GP trees kept in memory at each iteration, while λ is
the number of new GP trees created with each iteration. For the experiments
reported in this study, these values were set at µ = 500, λ = 500 after a few
trial runs and a stop condition after 100 iterations. All other hyperparame-
ters use the default values from the PySR package. Since SR does not have
a default method for extracting the relative feature importance from the fi-
nal solution, the feature importance was evaluated by assessing the relative
frequency of appearance of each feature among the best candidate solutions
found in the archive at the last iteration.

2.3.3. Random forest

Decision trees (DTs) are popular, human-readable predictive models that
are capable of approximating non-linear functions as piecewise constant val-
ues. DTs can be hand-crafted by experts or automatically obtained from
data using ML algorithms [65]. Despite their desirable properties in ML, DTs
have relatively low capacity and thus only deliver satisfying results for simple
functions. Ensembles of DTs are an approach devised to address this issue,
making it possible to tackle more complex functions by relying upon a set of
DTs instead of just one. In an ensemble, each DT processes the input sample
separately and obtains a single constant output value with an averaging of
the output values of all trees to produce the final answer of the ensemble.
Several techniques have been proposed to create effective ensembles, but one
of the simplest and most effective remains Random forest (RF) [66]. In RF,
each DT in the ensemble is created iteratively resulting in a deterministic
ML algorithm, while the training data shown to the algorithm is randomly
selected and sets of samples and features at each iteration are removed. RF
ensembles are fast to train and surprisingly effective, even when compared
to more complex ensemble creation techniques, such as Boosting [67]. RF
models boast a high capacity, and the algorithm is known to be effective for
a variety of real-world problems; on the other hand, it has the lowest inter-
pretability among the other techniques considered in this study because it is
impossible for human experts to interpret the predictions of tens or hundreds

16



Journal Pre-proof
Jo
ur

na
l P

re
-p

ro
of

of trees. At best, RF models can return the relative importance of a feature,
based on the frequency of the appearance of a specific variable among the
splits of the trees in the ensemble. RF has a few hyperparameters that can
be set by a user before the start of the training process and have an influ-
ence on the algorithm’s performance. Notably, these hyperparameters are
the number of trees in the ensemble and the metric used to determine the
splits in the trees. In the following experiments, all hyperparameters for RF
have the default values of the scikit-learn package.

3. Results and Discussion

3.1. Deduced dimensionless numbers

According to the Buckingham Π theorem and the fundamental rules de-
scribed by [37], seven DNs were calculated while Π1 to Π6 refer to input pa-
rameters for the model and Π7 is the target variable (see Equation 7 to 13).
The DN Π1 is equal to the well-known Reynolds number Re, which is defined
as the ratio of the inertial forces to viscous forces for a fluid element, that
characterizes the flow regime [60]. The inclusion of Re in this set of DN is
reasonable since the fluid flow and the corresponding shear forces play an
important role for the formation and removal of fouling [24]. Furthermore,
since the density and dynamic viscosity of the fluid is temperature depen-
dent, the Re takes the variation of temperature into account, while keeping
this dimensionless number constant. This was done by Jarmatz et al. while
generating the training data set which is further processed in this study [53].
The detection of DN Π2 = mP · (mP + mFl)

−1 is expected, as it is widely
accepted that the particle mass fraction impacts the fluid flow and ultimately
the fouling outcome. Π3 is referred to the Time number (TimeNo) that is a
dimensionless measure of the experimental duration (time t). Another promi-
nent DN is the Archimedes number Ar which is a dimensionless number used
in fluid mechanics to quantify the ratio of buoyancy effects to viscous effects.
The Archimedes number emphasizes that a solid particle immersed in a liq-
uid undergoes a vertical upward thrust equal to the weight of the volume
of liquid displaced by the particle and simultaneously a vertical downward
thrust due to gravitational acceleration [36]. It is important to note that
despite the fact that the density of a fluid is temperature dependent, this
fact is not very pronounced for solids and can therefore be assumed constant
in the narrow temperature range applied here [68].
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ρFl · u · din
ηFl

(7)

Π2 = w =
mP

mFl +mP

(8)

Π3 = t · u

din
(9)

Π4 = Ar =
(ρP − ρFl) · g · dP 3

ρFl · νFl
2

(10)

Π5 =
(ρP − ρFl)

ρFl

(11)

Π6 =
dP
din

(12)

Π7 =
md

ρP · din · Ain

(13)

The DN Π5 isolates the buoyancy correction term (∆ρ · ρ−1) from the Ar
and is also a function of the temperature. DN Π6 describes the ratio be-
tween the particle and the pipe diameter. Since these diameters are constant
throughout this study, this DN is not further processed but will be addressed
in further studies when the associated parameters are varied. The DN Π7

is the sole target number that quantifies fouling. It refers to the dry mass
of the deposited particles md to the density of the particles ρP , the inner
diameter din and the inner surface area Ain. With this comprehensive set
of DN the model training for the fouling prediction was conducted applying
ML algorithms.

3.2. Model generation using machine learning

To create a robust and reliable soft sensor, the DNs generated in section 3.1
as well as the dimensional process parameters (see section 2.1) were used to
generate separate models for direct comparison. For this purpose, a total
of 42 ML algorithms were investigated in terms of their predictive perfor-
mance (for a full overview, see the supplemental information in Appendix
A). The following detailed analysis is carried out for the three different data
sets (pipe socket, pipe bend, and the combination of bend and socket fittings)
mentioned above and described in section 2.1. For the three data sets and
the 42 algorithms, the models were trained, tested, and evaluated by comput-
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ing the R2 and Q2. During model training, it was investigated whether the
generated set of DNs (Π1 ... Π5) contain the same information for the model
as the dimensional process parameters. It was shown that a diverse result is
obtained regarding the differences between the calculated values for R2 and
Q2 regarding the data sets of dimensional and dimensionless numbers. This
indicates that for some algorithms there is a high variation between the R2

and Q2 when comparing the dimensionless with the dimensional data set as
input, while for other algorithms there is no or a low difference between the
R2 and Q2. However, this analysis demonstrates that most of the algorithms
extract the same amount of information from the dimensionless data set as
from the dimensional, original data set (for details, see supplemental informa-
tion Appendix B). To evaluate the screened algorithms for the development
of a soft sensor to predict fouling, three algorithms that differ considerably in
levels of capacity and interpretability were selected for evaluation as shown
in Table 3.

Table 3: Selection properties for the three target algorithms.

Algorithm Capacity Interpretability
Linear regression Low High

Symbolic regression Medium Medium
Random forest High Low

When multiple algorithms performed similarly, with respect to R2 andQ2,
and also fit in the same preference category mentioned above, the algorithm
with more interpretability (and less capacity) was chosen. Figure 3 shows
the results for the algorithms LR, SR and RF for the three data sets: 1)
pipe socket, 2) pipe bend, and 3) the combination of socket and bend for the
two approaches of dimensional as well as dimensionless data. For the pipe
socket (3a), all three algorithms perform quite similarly with respect to the
R2 and Q2. The overall performance of the RF regressor is a little higher,
while there not much difference between the dimensionless and dimensional
data set. This result was expected since the data set for the pipe socket is
quite exhaustive and Jarmatz et al. reported mostly linear correlations for
the experimental data (see [53]). These correlations lead to a similar result
during the cross-validation for the three data sets. The Q2 value exhibits a
larger standard deviation than the R2 which results from the calculation of
the two values. As explained in section 2.3, R2 is a measure for the goodness
of the fit, while Q2 is a measure of the goodness of prediction. Furthermore,
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a low difference between R2 and Q2 indicate a good model which is true for
all models associated with the pipe socket.

Figure 3: Overall model performance indicated by R2 and Q2 for the three data sets
a) the sole pipe socket, b) the sole pipe bend and c) the combination of socket and bend
for the dimensional and dimensionless data set. LR = Linear regression, SR = Symbolic
regression and RF = Random forest regressor.

The situation is different for the data set of the pipe bend (Figure 3b).
The values for R2 are similar for the three algorithms and similar in magni-
tude to the results for the pipe socket. In contrast to the pipe socket, the
results for the pipe bend illustrated that the goodness of prediction (Q2) is
lower for all three models and the standard deviation of the cross validation
is significantly higher. This result is also not surprising since the data set
of the pipe bend is considerably smaller than that for the pipe socket and
also less distributed over the range of the process parameters investigated.
This naturally leads to a decrease in the predictive power of the model and

20



Journal Pre-proof
Jo
ur

na
l P

re
-p

ro
of

results in a higher standard deviation in the cross validation process. Apart
from the reduction in the predictive power, the overall performance is again
higher for the RF compared to the two other algorithms. Interestingly, the
results are quite different for the combined data set of the socket and the
bend (see Figure 3c). Here, all three chosen algorithms exhibit a different
result regarding the goodness of fit and prediction. For the LR model, all val-
ues are reduced to approximately R2 = 0.6 and Q2 = 0.6 for the dimensional
as well as dimensionless data set. The standard deviation for the goodness
of fit for the LR model exhibits the highest standard deviation compared to
the other models in this data set. This result indicates that a simple linear
regression is unable to map the complex data set of two independent fittings
with a different geometry. The SR leads to different values for R2 and Q2

for the dimensionless (similar to the LR) and the dimensional (similar to the
results of the RF). It is hypothesized that the use of DNs results in a lack
of information for this tool. The overall performance of the RF regressor is
high with respect to the goodness of fit and prediction and comparable to
the result of the data sets of each pipe fitting in isolation. Furthermore, the
respective use of dimensional parameters or DNs does not lead to a signifi-
cant variation in model performance. This is advantageous since DNs enable
scaling and a potential reduction in the number of experiments due to the
replacement of a higher number of dimensional parameters with less DNs.
Therefore, a similar model performance makes it possible to apply the DNs
without a loss of information for the model training. Since the RF tool is
known to be a powerful regressor, the similarity in the values of R2 and Q2

is expected. Furthermore, the RF shows the highest R2 and Q2 for the anal-
ysis of all three data sets, which is not surprising, as ensembles of DTs are
known to outperform techniques operating on tabular data sets, such as the
other ones considered in this study [69]. Furthermore, ensembles of DTs are
more suited to handle categorical variables, such as the variable which defines
the difference between the pipe socket and bend samples, when compared to
models based on equations.

3.3. Feature importance

Apart from the overall performance of the model, it is also important
to analyze how the algorithms computed the results and what importance
is assigned to each input parameter. For this purpose, the three selected
algorithms were compared in terms of the importance they assign to the
independent features that serve as input variables for the model building.
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When comparing the values of feature importance, it is worth noting that
each algorithm employs a different strategy for assessing feature importance.
Thus, the absolute values assigned to each feature cannot be compared across
algorithms, but what is important is the relative feature importance for the
same algorithm.

Figure 4 summarizes the results for the analysis of the feature importance
for the dimensionless data set for the a) socket, b) bend, and c) combination
of socket and bend. For the socket data set, the LR identifies the Ar (Π4) and
the Density number (DenNo) (Π5) as the features with the highest impact
on the target DN (Deposition number (DepNo)). The fitting type and the
Re have a small, negative effect on the target (e.g., an increase of the Re
for instance reduces the DepNo). Conversely, an increase in the Particle
mass fraction (PMF) or the TimeNo lead to higher fouling. The effects
of the PMF and time were already reported for the experimental screening
data by [53]. The Ar and the DenNo are related by the temperature of the
suspension. Since Jarmatz et al. could not identify a significant impact of
a fluid temperature change on the deposition mass, the feature importance
from the LR model should be questioned. One possible explanation is that
the density of the particles ρP is used for the calculation of the Ar, DenNo
as well as the target (DepNo). This might lead an overestimation in the
importance of the DN Π4 and Π5. Another possibility is that the real impact
of the features can only be assessed by non-linear relationships. This is
further confirmed by the results obtained by the SR algorithm.

Figure 4b shows the results for the feature importance assigned by SR.
The obtained results confirm the observations made by [53] regarding the
significant influence of experimentation time and the PMF on the deposition.
Also, the fitting type and Re are assigned a high importance. Interestingly,
SR exploits the information contained in DenNo, but not in Ar. This may
be explained by the fact that the two features contain similar information.
Nevertheless, both SR and RF agree in assigning the highest importance
to experimentation time and DenNo. Since these two algorithms have a
higher capacity, it is hypothesized that LR was unable to capture the correct
relationship.

Compared to the feature importance of the other algorithms, the feature
importance of RF closely follows the experimental observations made by [53]
(see Figure 4c). The TimeNo followed by the PMF were identified as the
features with the highest importance . The relatively high rating of the
fitting type is expected due to the difference in geometry of the fittings. A
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Figure 4: Calculated feature importance by a) LR, b) SR and c) RF applying the combined
data set of socket and bend for dimensionless numbers.

comparably lower influence of the Re and therefore mainly the volume flow
is supported by a direct comparison to the experimental data. A low and
additionally extremely similar result for the Ar and DenNo is comprehensible,
since the temperature (and therefore the difference in fluid density) did not
have a large effect on the experimental data. Since the same parameters are
used for the calculation of the Ar and DenNo in this study (with exception of
the kinematic viscosity of the fluid which additionally occurs in the Ar), this
internal quality control confirms that the model generates the same results
from features that contain very similar information. This illustrates that the
RF is able to extract the same information from the dimensionless as well
as dimensional data set (see Figure 3), while also applying equal importance
to the two mentioned DNs. This indicates that a combined application of
DA and ML techniques allow the reduction of variables which might lead to
reduced experimental effort.
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3.4. Soft sensor performance
After establishing the overall performance of the models, the next logical

step is to check how well they can predict unseen data to evaluate possible
applications in real world processes. The values of Q2 have already been
compared for all algorithms in section 3.2. Figure 5 shows the observed vs.
predicted plots for the three compared techniques, LR, SR, and RF, for all
three data sets. The data points are in general less scattered for the SR
(Figure 5b) compared to the LR (Figure 5a). For the LR and SR data sets,
there is a dense distribution of the data at low values of the target variable
Π7, while a wider distribution for data at higher values of the the target
variable Π7 . This is coherent with the results discussed above regarding the
overall model performance (see Figure 3), where the values for R2 and Q2 are
higher for LR than SR with respect to the dimensionless data sets. For the
RF results, the higher values of R2 and Q2 (Figure 3) compared to the LR
and SR algorithms correspond to a different scattering pattern of the data
points in the observed vs. predicted plot (5c). The data points for the RF
are much closer to the orthogonal line than for the LR and SR algorithms
indicating the best theoretical fit in the RF model. This is important because
all data sets illustrate that the majority of experiments led to comparably low
fouling while the density of the data points decreases significantly when the
obtained fouling mass of the experiments increases. The RF appears to be
more suitable for the investigated case to replicate this issue in the prediction.
It is important to note that the data set employed in this study was not
explicitly designed and generated to be processed by DA and ML. Therefore,
the uneven distribution of data outlined by the observed vs. predicted plot
is an example of real process data that can be effectively analyzed by this
methodology.

With respect to a future industrial applications of this soft sensor, this
comparison shows that the predictive power of RF algorithms outperforms
that of LR and SR models. Despite the reduced accessibility of the foul-
ing prediction at the target position (pipe bend fitting), RF provides higher
performance in terms of regression and classification applications than LR
and SR. It is advantageous for operators that the RF obtains similar results
for the dimensionless and dimensional data because this indicates that the
chosen algorithms is quite robust. Additionally, less training data (and there-
fore necessary process sensors) is required with the application of DN. This
holds significant importance in food processing environments since inaccura-
cies specially in terms of fouling (and the corresponding, necessary cleaning)
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Figure 5: Measured vs. predicted plots for the combination of socket and bend for a) LR,
b) SR and c) RF applying the set of dimensionless numbers.

lead to an increased risk for contamination or hygiene issues.

4. Conclusions

In this study, a comprehensive and innovative approach was presented
for the development of a soft sensor that predicts particulate fouling in pipe
fittings with the application of DA for the training of ML algorithms. The
concept is applicable for plant operators that need an approach for quick
training of robust ML algorithms with historical data for training, testing
and validation. This study shows that a variety of different algorithms can
be used to process the investigated data set while obtaining similar results.

The analysis focuses on the evaluation of the predictive performance of three
well established ML algorithms. The results show a difference between the
LR and SR compared to the RF with respect to the overall model perfor-
mance (R2, Q2) and the obtained feature importance of the input parameters.
The RF outperforms the LR and the SR, especially in the application of DNs
as input features. This is a significant advantage for the use of real-world
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data since dimensionless descriptors reduce the number of parameters that
need to be processed. Furthermore, this hybrid approach combining DN and
ML simplifies the problem while maintaining underlying physical relations as
features for the ML algorithms. This increases the chances of generating a
powerful and transferable model which can be applied to other systems. The
applied RF regressor proved to be very suitable to generate a superordinated
model for the data set with data from both pipe fittings, as illustrated by
having a predictive performance with similar R2 and Q2 as that calculated
for the sole pipe socket. The results for the combined set of fittings outper-
form the values for the sole bend fitting indicating that the algorithm can
manage the combination of two data sets despite the reduced data for the
pipe bend.

In further research, the presented approach should be tested on different
data sets, and ideally with a more complex fouling system. While promising,
the model results here are unlikely to be easily transferred to pipe shapes
unseen by the ML algorithms, so more diversified data is needed. Further-
more, future work should focus on increasing the scale of the equipment to
better emulate the scale of industrial applications. Future steps will extend
the proposed methodology to predict whey protein fouling in a plate heat
exchanger. This will lead to a comprehensive toolbox that operators can
deploy on their specific fouling problem. A second area of future work is fur-
ther investigation of the application of DA to reduce the number experiments
through the use of screening experiments. Ultimately, future investigations
should include the use of the soft sensor developed here in combination with
online temperature measurement in the pipe socket to predict the fouling
status of the pipe bend. Additionally, more sophisticated ML algorithms,
such as Long-Short-Term Memory Networks, could also be employed to eval-
uate the fouling prediction as a time-series forecasting problem which may
better describe the dynamic nature of the fouling phenomena; however, ML
algorithms employing time series require large volumes of high-quality data
to produce satisfying results. Therefore, the real-world applicability of these
more complex ML approaches ultimately rests on the availability of better
data sets.

Acronyms

AI Artificial intelligence
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DA Dimensional analysis

DenNo Density number

DepNo Deposition number

DN Dimensionless number

DT Decision tree

GP Genetic programming

LR Linear regression

ML Machine learning

PMF Particle mass fraction

RF Random forest

SR Symbolic regression

TimeNo Time number

Nomenclature

Dimensionless numbers

Ar Archimedes number −

Re Reynolds number −

Greek letters

α Geometric parameter −

∆ Difference −

η Dynamic viscosity kg ·m−1 · s−1

λ Number of new trees created at each iteration −
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µ Size of the tree kept in memory at each iteration −

ν Kinematic viscosity m2 · s−1

Φ Volume fraction −

Π Dimensionless number −

ρ Density kg ·m−3

ϑ Temperature ◦C

Latin letters

A Area m2

d Diameter m

G Specific pipe fitting geometrical parameter −

g Gravitational acceleration m · s−2

k Number of parts for the cross validation −

k Number of physical dimensions −

L Length m

m Mass g

n Number of process variables −

p Number of dimensionless numbers −

p Number of features for linear models −

Q2 Predictive relevance −

R2 Coefficient of determination −

SSres Residual sum of squares −

SStot Total sum of squares −

t Time min
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u Average flow velocity m · s−1

V̇ Volume flow L ·min−1

w Particle mass fraction gpart · gtot−1

w Weight for linear models −

X Matrix containing feature values for each sample −

y Vector with observed values in the training data set −

ŷi Model prediction for the i-th sample −

yi Mean value over all observed values −

yi Observed value for the i-th data sample −

Sub- and superscripts

∗ Dimensionless

Fl Fluid

in Inner

P Particle

tot Total
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Tweetable abstract

An innovative approach of a successful soft sensor generation for the pre-
diction of particulate fouling in pipe fittings was established by a combination
of Machine learning and Dimensional analysis

Appendix A. Preliminary runs of ML algorithms

In a series of preliminary experiments, all regression algorithms available
in the scikit-learn Python package were run on the whole dataset. The al-
gorithms were selected using the sklearn.utils.all estimators(type fi

lter="regressor") option. Four more algorithms were added to the set: gp
learn.SymbolicRegressor, XGBoostRegressor, LightGBMRegressor, and
CatBoostRegressor. All algorithms that returned errors were then dis-
carded, leading to the results presented in Table A.4.
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data set.
Regressor name R2 Q2 MSE train MSE test
ARDRegression 0.6124 +/- 0.0193 0.6192 +/- 0.1623 0.3876 +/- 0.0193 0.3808 +/- 0.1623
AdaBoostRegressor 0.7689 +/- 0.0207 0.7267 +/- 0.0664 0.2311 +/- 0.0207 0.2733 +/- 0.0664
BaggingRegressor 0.9603 +/- 0.0017 0.8749 +/- 0.0884 0.0397 +/- 0.0017 0.1251 +/- 0.0884
BayesianRidge 0.6125 +/- 0.0192 0.6190 +/- 0.1620 0.3875 +/- 0.0192 0.3810 +/- 0.1620
DecisionTreeRegressor 0.9642 +/- 0.0016 0.8804 +/- 0.0910 0.0358 +/- 0.0016 0.1196 +/- 0.0910
ElasticNet 0.0493 +/- 0.0196 0.0446 +/- 0.0176 0.9507 +/- 0.0196 0.9554 +/- 0.0176
ElasticNetCV 0.6121 +/- 0.0193 0.6206 +/- 0.1617 0.3879 +/- 0.0193 0.3794 +/- 0.1617
ExtraTreeRegressor 0.9642 +/- 0.0016 0.8804 +/- 0.0910 0.0358 +/- 0.0016 0.1196 +/- 0.0910
ExtraTreesRegressor 0.9642 +/- 0.0016 0.8804 +/- 0.0910 0.0358 +/- 0.0016 0.1196 +/- 0.0910
GaussianProcessRegressor 0.9634 +/- 0.0015 0.8805 +/- 0.0905 0.0366 +/- 0.0015 0.1195 +/- 0.0905
GradientBoostingRegressor 0.9270 +/- 0.0057 0.8469 +/- 0.0879 0.0730 +/- 0.0057 0.1531 +/- 0.0879
HistGradientBoostingRegressor 0.9134 +/- 0.0074 0.8411 +/- 0.0722 0.0866 +/- 0.0074 0.1589 +/- 0.0722
KNeighborsRegressor 0.9404 +/- 0.0028 0.8572 +/- 0.0890 0.0596 +/- 0.0028 0.1428 +/- 0.0890
KernelRidge 0.6126 +/- 0.0192 0.6187 +/- 0.1619 0.3874 +/- 0.0192 0.3813 +/- 0.1619
Lars 0.6130 +/- 0.0193 0.6183 +/- 0.1623 0.3870 +/- 0.0193 0.3817 +/- 0.1623
LarsCV 0.6127 +/- 0.0195 0.6187 +/- 0.1629 0.3873 +/- 0.0195 0.3813 +/- 0.1629
Lasso 0.0000 +/- 0.0000 -0.0000 +/- 0.0000 1.0000 +/- 0.0000 1.0000 +/- 0.0000
LassoCV 0.6123 +/- 0.0193 0.6201 +/- 0.1618 0.3877 +/- 0.0193 0.3799 +/- 0.1618
LassoLarsCV 0.6127 +/- 0.0195 0.6187 +/- 0.1629 0.3873 +/- 0.0195 0.3813 +/- 0.1629
LassoLarsIC 0.6126 +/- 0.0192 0.6184 +/- 0.1619 0.3874 +/- 0.0192 0.3816 +/- 0.1619
LinearRegression 0.6130 +/- 0.0193 0.6183 +/- 0.1623 0.3870 +/- 0.0193 0.3817 +/- 0.1623
LinearSVR 0.5887 +/- 0.0212 0.6124 +/- 0.1848 0.4113 +/- 0.0212 0.3876 +/- 0.1848
MLPRegressor 0.9392 +/- 0.0054 0.8740 +/- 0.0813 0.0608 +/- 0.0054 0.1260 +/- 0.0813
NuSVR 0.9291 +/- 0.0037 0.8666 +/- 0.0785 0.0709 +/- 0.0037 0.1334 +/- 0.0785
OrthogonalMatchingPursuit 0.3222 +/- 0.0285 0.3619 +/- 0.2314 0.6778 +/- 0.0285 0.6381 +/- 0.2314
OrthogonalMatchingPursuitCV 0.6126 +/- 0.0192 0.6184 +/- 0.1619 0.3874 +/- 0.0192 0.3816 +/- 0.1619
PassiveAggressiveRegressor 0.1629 +/- 0.3850 0.1768 +/- 0.3988 0.8371 +/- 0.3850 0.8232 +/- 0.3988
RANSACRegressor 0.4332 +/- 0.1258 0.4839 +/- 0.2229 0.5668 +/- 0.1258 0.5161 +/- 0.2229
RadiusNeighborsRegressor 0.8454 +/- 0.0101 0.7839 +/- 0.1259 0.1546 +/- 0.0101 0.2161 +/- 0.1259
RandomForestRegressor 0.9628 +/- 0.0019 0.8857 +/- 0.0875 0.0372 +/- 0.0019 0.1143 +/- 0.0875
Ridge 0.6126 +/- 0.0192 0.6187 +/- 0.1619 0.3874 +/- 0.0192 0.3813 +/- 0.1619
RidgeCV 0.6118 +/- 0.0192 0.6203 +/- 0.1622 0.3882 +/- 0.0192 0.3797 +/- 0.1622
SGDRegressor 0.6122 +/- 0.0193 0.6195 +/- 0.1608 0.3878 +/- 0.0193 0.3805 +/- 0.1608
SVR 0.9295 +/- 0.0035 0.8671 +/- 0.0786 0.0705 +/- 0.0035 0.1329 +/- 0.0786
TheilSenRegressor 0.5068 +/- 0.0188 0.5244 +/- 0.1367 0.4932 +/- 0.0188 0.4756 +/- 0.1367
TransformedTargetRegressor 0.6130 +/- 0.0193 0.6183 +/- 0.1623 0.3870 +/- 0.0193 0.3817 +/- 0.1623
PySRRegressor 0.7622 +/- 0.0190 0.7059 +/- 0.1227 0.2378 +/- 0.0190 0.2941 +/- 0.1227
XGBRegressor 0.9642 +/- 0.0016 0.8805 +/- 0.0912 0.0358 +/- 0.0016 0.1195 +/- 0.0912
LGBMRegressor 0.9133 +/- 0.0063 0.8376 +/- 0.0727 0.0867 +/- 0.0063 0.1624 +/- 0.0727
CatBoostRegressor 0.9635 +/- 0.0016 0.8812 +/- 0.0912 0.0365 +/- 0.0016 0.1188 +/- 0.0912
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Appendix B. Complete results of the Machine learning analysis

Figure B.6: Overview of ML results for all samples with all algorithms.
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Figure B.7: Difference between dimensionless and dimensional ML results for all samples
with all investigated algorithms.
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[29] F. Schlüter, L. Schnöing, H. Zettler, W. Augustin, S. Scholl, Measuring
Local Crystallization Fouling in a Double-Pipe Heat Exchanger, Heat
Transfer Engineering 41 (2) (2020) 149–159. doi:10.1080/01457632.

2018.1522084.

[30] W. Liu, X. D. Chen, R. Jeantet, C. André, S. Bellayer, G. Delaplace, Ef-
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[35] F. Schlüter, W. Augustin, S. Scholl, Application of experimental data
to model local fouling resistances, Heat and Mass Transfer 58 (2022)
29–40. doi:10.1007/s00231-021-03094-x.

[36] M. C. Ruzicka, On dimensionless numbers, Chemical Engineering Re-
search and Design 86 (8) (2008) 835–868. doi:10.1016/j.cherd.2008.
03.007.

37



Journal Pre-proof
Jo
ur

na
l P

re
-p

ro
of

[37] G. Delaplace, K. Loubière, F. Ducept, R. Jeantet, Dimensional analysis
of food processes, Elsevier, 2015.

[38] E. Sritham, N. Nunak, E. Ongwongsakul, J. Chaishome, G. Schlein-
ing, T. Suesut, Development of Mathematical Model to Predict
Soymilk Fouling Deposit Mass on Heat Transfer Surfaces Using Di-
mensional Analysis, Computation 11 (4) (2023). doi:10.3390/

computation11040083.

[39] Y. Gu, L. Bouvier, A. Tonda, G. Delaplace, A mathematical model for
the prediction of the whey protein fouling mass in a pilot scale plate
heat exchanger, Food Control 106 (2019). doi:10.1016/j.foodcont.

2019.106729.

[40] M. Khaldi, P. Blanpain-Avet, R. Guérin, G. Ronse, L. Bouvier,
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