
HAL Id: hal-04579197
https://hal.univ-lille.fr/hal-04579197

Submitted on 17 May 2024

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Distributed under a Creative Commons Attribution 4.0 International License

A 3D convolutional neural network to classify subjects
as Alzheimer’s disease, frontotemporal dementia or

healthy controls using brain 18F-FDG PET.
Antoine Rogeau, Florent Hives, Cecile Bordier, Hélène Lahousse, Vincent

Roca, Thibaud Lebouvier, Florence Pasquier, Damien Huglo, Franck Semah,
Renaud Lopes

To cite this version:
Antoine Rogeau, Florent Hives, Cecile Bordier, Hélène Lahousse, Vincent Roca, et al.. A 3D
convolutional neural network to classify subjects as Alzheimer’s disease, frontotemporal demen-
tia or healthy controls using brain 18F-FDG PET.. NeuroImage, 2024, NeuroImage, pp.120530.
�10.1016/j.neuroimage.2024.120530�. �hal-04579197�

https://hal.univ-lille.fr/hal-04579197
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
https://hal.archives-ouvertes.fr


NeuroImage 288 (2024) 120530

Available online 3 February 2024
1053-8119/© 2024 The Author(s). Published by Elsevier Inc. This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/).

A 3D convolutional neural network to classify subjects as Alzheimer’s 
disease, frontotemporal dementia or healthy controls using brain 
18F-FDG PET 

Antoine Rogeau a,b,*, Florent Hives a, Cécile Bordier c,d, Hélène Lahousse a, Vincent Roca c,d, 
Thibaud Lebouvier c,e, Florence Pasquier c,e, Damien Huglo a,f, Franck Semah a,c, 
Renaud Lopes c,d 

a Department of Nuclear Medicine, Lille University Hospitals, Lille, France 
b Institute of Nuclear Medicine, University College London Hospitals NHS Foundation Trust, London, UK 
c University of Lille, Inserm, CHU Lille, U1172 - LilNCog - Lille Neuroscience & Cognition, Lille, France 
d Institut Pasteur de Lille, University of Lille, CNRS, Inserm, CHU Lille, US 41 - UAR 2014 - PLBS, Lille F-59000, France 
e Memory Clinic, Lille University Hospitals, Lille, France 
f Inserm, CHU Lille, University of Lille, U1189 OncoTHAI, Lille, France   

A R T I C L E  I N F O   

Keywords: 
FDG PET 
Deep learning 
Alzheimer’s disease 
Frontotemporal dementia 
Convolutional neural network 

A B S T R A C T   

With the arrival of disease-modifying drugs, neurodegenerative diseases will require an accurate diagnosis for 
optimal treatment. Convolutional neural networks are powerful deep learning techniques that can provide great 
help to physicians in image analysis. The purpose of this study is to introduce and validate a 3D neural network 
for classification of Alzheimer’s disease (AD), frontotemporal dementia (FTD) or cognitively normal (CN) sub
jects based on brain glucose metabolism. Retrospective [18F]-FDG-PET scans of 199 CE, 192 FTD and 200 CN 
subjects were collected from our local database, Alzheimer’s disease and frontotemporal lobar degeneration 
neuroimaging initiatives. Training and test sets were created using randomization on a 90 %-10 % basis, and 
training of a 3D VGG16-like neural network was performed using data augmentation and cross-validation. 
Performance was compared to clinical interpretation by three specialists in the independent test set. Regions 
determining classification were identified in an occlusion experiment and Gradient-weighted Class Activation 
Mapping. Test set subjects were age- and sex-matched across categories. The model achieved an overall 89.8 % 
accuracy in predicting the class of test scans. Areas under the ROC curves were 93.3 % for AD, 95.3 % for FTD, 
and 99.9 % for CN. The physicians’ consensus showed a 69.5 % accuracy, and there was substantial agreement 
between them (kappa = 0.61, 95 % CI: 0.49–0.73). To our knowledge, this is the first study to introduce a deep 
learning model able to discriminate AD and FTD based on [18F]-FDG PET scans, and to isolate CN subjects with 
excellent accuracy. These initial results are promising and hint at the potential for generalization to data from 
other centers.   

1. Introduction 

Alzheimer’s disease (AD) is a debilitating condition that affects 
millions of people worldwide. It is the fourth leading cause of disability- 
adjusted life-year (DALY) in older adults and its prevalence is set to 
increase dramatically due to population aging (Nichols et al., 2022). 
This reiterates the urgent need for effective disease-modifying drugs to 
treat neurodegenerative disorders. 

An accurate diagnosis is paramount to the development of effective 

treatments because of the variety of pathological mechanisms at play in 
different neurodegenerative diseases. This is even more challenging in 
diseases where clinical pictures overlap such as AD and the fronto
temporal dementia (FTD) spectrum, given the fact that gold standard 
diagnosis relies on pathological findings, only possible after the patient’s 
death, and the importance of an early diagnosis to change the course of 
the disease. 

Current diagnostic criteria rely on a compatible clinical presentation, 
cerebrospinal fluid (CSF) biomarkers, magnetic resonance imaging 
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(MRI) and positron emission tomography (PET), giving to brain glucose 
metabolism a foremost position (Dubois et al., 2014; Gorno-Tempini 
et al., 2011; Rascovsky et al., 2011). However, in our clinical experience, 
interpretation of metabolic brain patterns can be challenging even for 
experts, as illustrated by the moderate inter-observer agreement 
(Brucher et al., 2015). Using standalone FDG-PET, approximately 20 % 
of subjects with dementia are incorrectly labeled AD (Bloudek et al., 
2011). This is particularly problematic in cases with overlapping 
metabolic patterns as seen in the frontal variant of AD and behavioral 
variant FTD, or in logopenic primary progressive aphasia (PPA), related 
to AD pathology, and other PPA (Minoshima et al., 2021). With the 
anticipated approval of anti-amyloid therapy, which will certainly 
require a highly certain diagnosis for AD, there is a need to develop more 
accurate and objective interpretation tools to diagnose patients with 
precision. 

Artificial intelligence (AI) techniques have been successfully applied 
in radiology and are increasingly popular in neuroimaging, especially 
for structural imaging (Hu et al., 2020; Jo et al., 2019; Nemoto et al., 
2021). FDG-PET exhibits a fair level of evidence in detecting AD or FTD 
and is therefore an essential tool for diagnosis, a pivotal milestone in a 
patient’s clinical pathway (Arbizu et al., 2018). Additionally, it has the 
ability to reclassify misdiagnosed subjects, which makes a strong case 
for applying AI techniques to metabolic imaging (Jack et al., 2010; 
Perini et al., 2021). A remarkable example of which is a recent work that 

classified with high accuracy FDG-PET scans, using a 3D convolutional 
neural network (CNN), into dementia with Lewy bodies (DLB), Alz
heimer’s spectrum or cognitively normal (Etminani et al., 2022). 
Regarding AD vs FTD classification using FDG-PET, supervised machine 
learning approaches, such as decision trees, support vector machine 
(SVM), or principal component analysis, have been employed, achieving 
accuracies ranging from 80 to 95 % (Perovnik et al., 2022; Sadeghi et al., 
2008; Xia et al., 2014). Some studies have also incorporated additional 
information, such as clinical data or structural MRI (Dukart et al., 2013; 
Garcia-Gutierrez et al., 2022). Crucially, deep learning methods, which 
have the ability to autonomously learn complex features from data, have 
never been applied to AD vs FTD classification using brain glucose 
metabolism. 

Therefore, the primary objective of the current study is to serve as a 
proof-of-concept, showcasing the potential of a 3D CNN approach in 
aiding the diagnosis of AD, FTD or normal aging through [18F]-FDG- 
PET. The research premise is that, following training, this model will 
display strong classification performance on test data acquired in the 
same conditions as training data, with results comparable to those 
achieved by specialists relying solely on [18F]-FDG-PET scans for 
diagnosis. Secondary objectives were to explore the model’s underlying 
mechanisms through testing on a sample of DLB subjects, which is the 
third most prevalent dementing disorder and also exhibits cortical 
hypometabolism on FDG-PET (Minoshima et al., 2022). Additionally, 

Fig. 1. Overview of methods. (A) Dataset of 199 CE, 192 FTD and 200 CN scans from ULille, ADNI and FTLDNI databases split between training & test sets on a 90 
%− 10 % basis. Scans were spatially normalized to ICBM152 template. (B) Network architecture and Bayes search to select hyperparameters. (C) Training on 
augmented data through 5-fold cross-validation, and best model kept for retraining on whole training set. (D) Clinical interpretation by 3 physicians of the native 
scans. (E) Performance comparison in the independent test set between model and physicians’ consensual agreement. (F) Occlusion experiment and Grad-CAM. (G) 
Predictions of the model of DLB. (H) UMAP visualization. AD, Alzheimer’s disease; ADNI, Alzheimer’s disease neuroimaging initiative; CN, cognitively normal; DLB, 
dementia with Lewy bodies; FTD, frontotemporal dementia; FTLDNI, frontotemporal lobar degeneration neuroimaging initiative; ICBM, International Consortium for 
Brain Mapping; ULille, University of Lille. 
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visualization of brain regions driving classification and dimensionality 
reduction of extracted features were conducted. 

2. Methods 

2.1. Subjects 

For an overall view of methods, see Fig. 1. We retrospectively 
collected [18F]-FDG-PET brain scans of AD, FTD and healthy controls 
from the University of Lille (ULille) Memory Clinic database acquired 
between 2015 and 2021, the Alzheimer’s Disease Neuroimaging Initia
tive (ADNI, www.adni-info.org) 2 and 3 database, and the Fronto
temporal Lobar Degeneration Neuroimaging Initiative (FTLDNI, http:// 
memory.ucsf.edu/research/studies/nifd) database. 

For each category, the ground truth label was based on a probable 
final clinical diagnosis as per consensual criteria (Gorno-Tempini et al., 
2011; McKhann et al., 2011; Rascovsky et al., 2011). Subjects who 
showed conversion to another disorder were excluded. The AD category 
included 100 CE scans randomly selected from the ULille database and 
104 scans from ADNI 2 & 3. ULille subjects also had typical CSF bio
markers (total tau > 525 pg/mL, phospho-tau > 73 pg/mL, Aβ1–42 <
615 pg/mL and Aβ1–42/Aβ1–40 < 5.6 %) and 16 subjects later 
demonstrated a confirmed diagnosis from autopsy or genetics, while 
ADNI subjects had a high-confidence diagnosis as reported by clinicians. 
All AD subjects were at the stage of dementia. 

The FTD category comprised all 59 scans of the FTLDNI database 
who had FDG-PET, 4 of which were excluded due to absence of diag
nosis, as well as all 137 FTD scans acquired at ULille. Among these 171 
exhibited a behavioral presentation, 11 were classified as a semantic 
variant of PPA and 10 as an agrammatical variant of PPA. Sixteen ULille 
subjects later on demonstrated a certain diagnosis from autopsy or ge
netics. All FTD subjects were at the stage of dementia. 

The CN category included 164 randomly selected baseline scans from 
ADNI 2 & 3 and all 36 control scans from FTLDNI (supplementary 
Fig. 1). 

2.2. Data acquisition 

PET-scans from ULille database were acquired on a hybrid 4-ring 
Biograph mCT-Flow PET/CT with 20-slice CT and 4 × 4 mm2 lutetium 
oxyorthosilicate crystals (Siemens Medical Solutions USA, Inc., Molec
ular Imaging, Knoxville, TN, USA). Mean tracer dose was 177 MBq (SD =
19 MBq). Thirty minutes post injection, a low-dose CT scan of the brain 
was acquired for attenuation correction of the PET data, and 10-minute 
emission images were subsequently acquired. The PET data were 
reconstructed iteratively using an ordered subset expectation maximi
zation algorithm with 8 iterations and 21 subsets. The reconstruction 
process included decay, random and scatter corrections and 2-mm full 
width at half-maximum Gaussian kernel smoothing. For each PET ex
amination, the reconstructed images comprised a series of 109 axial 
slices with the following parameters: field of view = 408 × 408 × 221.3 
mm3, matrix = 400 × 400 × 109, and voxel size = 1.02 × 1.02 × 2.03 
mm3. 

For ADNI acquisition the protocol can be found at https://adni.loni. 
usc.edu/wp-content/uploads/2010/05/ 
ADNI2_PET_Tech_Manual_0142011.pdf. FDG tracer dose was 185 MBq 
(+/- 10 %), and between 30 and 60 min after injection 6 dynamic 3D 
scans of 5-min frames were acquired. A low-dose CT scan was acquired 
for attenuation correction, or for PET-only scanners an attenuation 
correction scan was acquired using rod sources. 

All FTLDNI scans were acquired at the Mayo Clinic center on a GE 
Discovery RX PET/CT scanner. Participants were injected with 185 MBq 
(+/- 10 %) of FDG and acquisition started 30 min later, consisting of six 
5-minute dynamic frames. A CT-scan, obtained prior to injection of FDG, 
was used for attenuation correction, and reconstruction used 3D filtered- 
back projection technique (Bejanin et al., 2020). 

All images were reviewed by an expert (AR) for visual quality 
control. 

2.3. Image preprocessing 

Preprocessing was done using MATLAB R2020a (MathWorks, Natick, 
MA, USA) & the Statistical Parametric Mapping 12 (SPM12; Wellcome 
Trust Centre for Neuroimaging, London, UK, http://www.fil.ion.ucl.ac. 
uk/spm). PET scans from ADNI and FTLDNI databases were downloaded 
in NIFTI format. Each of them consisted of 6 NIFTI files, which were 
realigned and averaged. PET scans from the ULille database were 
downloaded in DICOM format and subsequently converted to NIFTI with 
dcm2niix (Li et al., 2016). We spatially normalized each scan using 
default parameters of SPM12 normalization function and the Interna
tional Consortium of Brain Mapping (ICBM) template. Subject-specific 
gray matter, white matter, CSF, bone, soft tissue and air probability 
maps were estimated from PET images using default parameters and 
tissue probability maps of SPM12 segmentation function. Masks were 
generated for voxels with a probability > 0.7 of being gray matter, white 
matter or CSF. These individual masks were then merged into a unified 
mask, which was applied to spatially normalized volumes. As a result, 
voxels presumed to represent bone, soft tissue, or air were excluded. 
Feature-wise normalization was done through dividing each voxel by 
the maximum of the 3D scan it belonged to, so that all voxel values were 
between [0, 1]. No extra intensity normalization or smoothing was 
performed. Every scan was inspected in MRIcron (https://www.nitrc. 
org/projects/mricron) to ensure correct preprocessing. After visual in
spection, 5 ADNI AD scans were excluded because of negative value 
voxels, which may have conflicted with the use of the ReLU function. 
Nineteen FTLDNI FTD, 6 ULille FTD, 1 ULille AD and 1 ADNI CN scans 
(N = 27, 4,6 %) were noticed to have segmentation issues, and were 
reprocessed changing the default clean up parameter from light cleanup 
to no cleanup. Preprocessing resulted in 3D volumes of 79×95×79 
voxels (2 mm isotropic) along the standard x, y, z axes as used in SPM. 
Top and bottom slices without brain region information were removed, 
and final volume dimensions were 79×95×60. 

2.4. Dataset and data augmentation 

The whole dataset contained 591 preprocessed [18F]-FDG PET 
scans. Training and test sets were randomly built on a 90 % - 10 % basis 
for each of the three AD, FTD and CN groups in keeping with previous 
related works, resulting in 532 scans in the training set and 59 scans in 
the test set (Etminani et al., 2022; Nguyen et al., 2023). Dataset splitting 
was repeated randomly 30 times to improve stability of results. Due to 
human resource constraints and to uphold methodological validity, a 
single split was randomly selected for both comparison with 
specialist-based classification and secondary investigation of the model. 
Results are presented for this single split unless mentioned otherwise. 

To prevent overfitting of the model, we augmented training data 
using a customized pipeline that generated batches and augmented data 
in real-time. Flipping along the sagittal plan, and +/- 10◦ random ro
tations across the 3 plans were performed in 50 % of cases to limit 
computational cost. Ten-percent translations across the 3 axes were 
performed for each scan, +/- 8, +/- 10 and +/- 6 voxels along the x, y 
and z axis, respectively. 

2.5. Neural network building 

Training was done at the Lille In vivo Imaging and Functional 
Exploration (LIIFE) research lab at Lille University Hospital, on a com
puter with Linux Ubuntu 20.04 operating system, 12 CPU Intel® Xeon® 
W-2133 3.60 GHz for a total of 102GB of memory, and an NVIDIA 
Quadro RTX 6000 with 24GB of memory. The network was inspired by 
the VGG16 architecture (Simonyan and Zisserman, 2014), and consisted 
of 2 blocks of two 3D convolution layers and a max pooling layer, 
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followed by a flattening layer and two dense layers (Fig. 1-B). The loss 
function used was cross-entropy. The input was preprocessed brain 
FDG-PET volumes, while the output was a probability value for AD, FTD 
and CN. To facilitate hyperparameter selection, we used Bayesian 
optimization for 200 iterations over the training set (supplementary 
Table 1). Following this, we retained Adagrad optimizer, learning rate =
0.0005, dropout rate = 0.5, batch size = 6, and performed end-to-end 
training on the augmented training set for 150 epochs using 5-fold 
cross-validation, early stopping with patience = 20 based on valida
tion loss and saving the best model based on validation accuracy. 
Finally, the model with the highest validation accuracy within 
cross-validation was finetuned on the whole non-augmented training set 
with stochastic gradient descent with 0.0001 learning rate and 0.9 
momentum for 50 epochs. This was repeated for each of the 30 random 
dataset splits. 

In a complementary analysis, we repeated the procedure using the 
same hyperparameters while retaining only AD and FTD scans. This 
allowed us to assess the model’s performance when it was exclusively 
trained on data of subjects with a neurodegenerative condition. 

2.6. Specialist-based classification 

Each scan of the test set was reviewed by 2 French board-accredited 
nuclear medicine physicians (HL & FH), and a resident in nuclear 
medicine (AR) with respectively 12, 9 years and 3 years of experience in 
the field of nuclear medicine. Non-normalized native brain volumes 
were visualized using ITK-SNAP (www.itksnap.org), without any clin
ical information (Yushkevich et al., 2006). Due to physicians’ prefer
ence, a French rainbow lookup table (LUT) was used for visualization 
(supplementary Fig. 2). Each scan was classified by specialists into the 
following categories: AD, FTD, or CN. Scans for which there was 
disagreement were reviewed to reach consensual agreement. Fleiss’ and 
Cohen’s kappa coefficients were calculated to evaluate interobserver 
agreement and consensus/model agreement. 

2.7. Model visualization with saliency maps 

Building on the assumption that prediction probability for the real 
class of a scan will substantially decreased when voxels relevant for 
classification are occluded, we performed an occlusion experiment over 
the non-augmented training set of the specified random split (Zeiler and 
Fergus, 2014). A 5-voxel occluding cube was applied on each normal
ized scan with a stride of 2 for all 3 directions. The variations in pre
diction probability for the class of each scan are plotted as a function of 
the position of the occlusion cube, generating 38×46×29 voxel volumes. 
To allow overlay, these volumes were normalized through dividing by 
their max, resized to 75×91×56 voxel volumes through cubic spline 
interpolation, padded to match the 79×95×60 dimensions, and aver
aged over each category. Thresholding was performed using the mini
mum voxel outside the brain. Similarly, Gradient-weighted Class 
Activation Mapping (Grad-CAM) heatmaps were calculated for the last 
convolution layer, resized to 75×95×60 voxel volumes, and averaged 
over each class (Selvaraju et al., 2017). Finally, heatmaps are displayed 
over each category’s averaged brain. 

2.8. Voxel-based hypometabolism evaluation 

For further exploration of metabolism between categories and for 
comparative purposes with the saliency maps, we conducted a voxelwise 
analysis over the training set of the specified random split to align with 
the occlusion experiment using Statistical Parametric Mapping 12 
(SPM12, Wellcome Trust Centre for Neuroimaging, London, UK, http:// 
www.fil.ion.ucl.ac.uk/spm) in MATLAB R2020a. Two-sample t-tests 
were performed for AD vs CN scans, FTD vs CN scans and AD vs FTD 
scans. The modeling function utilized default parameters, and grand 
mean scaling was applied. Multiple analysis error was corrected 

employing peak-level family-wise error (pFWE) < 0.05. 

2.9. Network extrapolability 

With the purpose of testing the network on significantly different 
subjects, 20 DLB scans were included from the ULille database. Nineteen 
DLB scans had a probable diagnosis and 1 had a certain diagnosis as per 
the consensus diagnostic criteria (McKeith et al., 2017). Image pre
processing was done identically to scans from training/test sets. 

2.10. Dimensionality reduction examination 

We aimed to investigate how data separated based on class and 
acquisition center over the entire dataset. To achieve this, we utilized 
the Uniform Manifold Approximation and Projection (UMAP) technique 
to project the final dense layer of our model into a 2D space. This method 
was chosen for its ability to better preserve the global structure of data 
and faster processing compared to t-distributed stochastic neighbor 
embedding (McInnes et al., 2018). 

3. Results 

3.1. Demographics 

Subject demographics are summarized in Table 1. ANOVA tests were 
computed on age and MMSE, while chi-square tests were performed for 
sex between categories within each dataset. There was no significant 
difference for age and sex across categories in the test set (p > .05). 
Conversely, MMSE scores were significantly different across categories 
in the test set, and post-hoc testing revealed CN subjects had a signifi
cantly higher MMSE than AD or FTD subjects (p = .0007 and 0.0001 
respectively), but there was no significant difference between AD and 
FTD subjects (p = .83). 

3.2. Model training 

Training of 200 models using Bayesian optimization was completed 
in 49 h and 31 min. The results of the 20 best performing models can be 
found in supplementary Table 1. Cross-validation training of the final 
model with data augmentation on training set took 1 h and 58 min to 
complete for one random split. Within this split, model 1 was chosen for 
finetuning on the whole training set, as it demonstrated the highest 
validation accuracy of 91.5 % (Fig. 2). 

3.3. Model evaluation 

Model accuracy on the test set of the evaluated split was 89.8 %. 
Model classification is described in detail in Table 2. The AUC for pre
dictions were 93.3 % for AD, 95.3 % for FTD and 99.9 % for CN (Fig. 3). 
The average AUC across all data splits were 94.9 %, 97.9 % and 99.3 %, 
respectively. The model performed best in detecting CN with 100 % 
sensitivity (all 20 CN cases were detected), 97 % specificity (38 out of 39 
non-CN cases were correctly ruled out by the model), 95 % precision (20 
out of 21 cases labeled as CN were correctly classified), and F1 score 98 
%. Detailed metrics for AD and FTD can be found in Table 3. A typical 
example of error by the model can be found in Fig. 4. 

In the complementary analysis with AD and FTD data only, model 
accuracy on the same test set was 87.2 %, and AUC was 91.3 %. All FTD 
patients were labeled as FTD and 75 % of AD patients were classified as 
AD. Average accuracy across all splits was 88.2 % and the average AUC 
was 95.7 % (Fig. 5). 

3.4. Specialist-based classification 

Across the test set, there was substantial agreement between physi
cians, as evidenced by a Fleiss’ kappa coefficient of 0.61 (95 % CI: [0.49, 
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0.73]). Consensual physician labeling (Table 2) had a 69.5 % accuracy 
(N = 41). The highest specificity was observed for FTD at 92.5 %, but 
this contrasted with a low sensitivity of 47 %. Comparatively, CN 
showed the highest sensitivity of 90 % (Table 3). Further information on 
labeling and detailed metrics per physician can be found in supple
mentary Tables 2 and 3. Cohen’s kappa between the consensus and the 
model for the whole test set was 0.59 (95 % CI: [0.48, 0.71]), and for 
incorrectly labeled cases by the consensus or the model was − 0.08 (95 % 
CI: [− 0.15, − 0.02]). 

3.5. Saliency maps 

The most prominent regions in driving AD classification were found 
to be the precuneus and posterior cingulate cortex (PCC). The insular 
cortex and cerebellum were also found to be important in Grad-CAM. 
The FTD heatmaps showed that anterior regions such as the dorsolat
eral and mesial frontal regions were driving classification. The FTD 
Grad-CAM map also highlighted posterior associative regions, but this 
was less evident in the occlusion heatmap, whereas the occlusion map 
highlights the cerebellum. The CN occlusion heatmap shows a diffuse 
pattern while the Grad-CAM map highlights a few regions such as the 
cerebellum and precentral regions overlying a diffuse pattern (Figs. 6, 
7). 

3.6. Voxel-based hypometabolism evaluation 

When performing the AD vs CN t-test, most hypometabolic regions 
were the precuneus/PCC region, the bilateral posterior temporoparietal 
cortex and the mesial temporal lobe (all pFWE < 0.001). When per
forming the FTD vs CN analysis, most significant voxels were found in 
the anterior insula, the whole prefrontal cortex, the anterior temporal 

Table 1 
Data demographics. Data are presented for the same split as used for com
parison with specialist-based classification and secondary investigation. * Some 
subjects had several scans acquired at different timepoints; these are treated as 
different individuals for calculation of demographical variables. ** Two AD 
subjects and 12 FTD subjects did not have a MMSE score within a year of 
scanning. ANOVA used for age and MMSE, and chi-square for sex. AD, Alz
heimer’s disease; ADNI, Alzheimer’s disease neuroimaging initiative; CN, 
cognitively normal; FTD, frontotemporal dementia; FTLDNI, frontotemporal 
lobar degeneration neuroimaging initiative; MCI, mild cognitive impairment; 
MMSE, mini-mental state examination; SD, standard deviation; ULille, Univer
sity of Lille.  

Train set  

AD FTD CN Total 

No. subjects* 170 124 155 449 
No. scans 179 173 180 532 
Source     
ULille 50.3 % 71.1 % 0 40 % 
ADNI 49.7 % 0 81.7 % 44.4 % 
FTLDNI 0 28.9 % 18.3 % 15.6 % 
Clinical data     
Age [mean (SD)] 68.2 (10.7) 68.4 (8.7) 71.5 (7.9) p = .0008 
Female Sex 53.6 % 37 % 56.7 % p = .0004 
MMSE [mean (SD)] 19.3 (6.2) 21.9 (6.5) 29.1 (1.2) p < .0001  

Test set  

AD FTD CN Total 

No. subjects* 20 18 20 58 
No. scans 20 19 20 59 
Source     
ULille 50 % 73.7 % 0 40.7 % 
ADNI 50 % 0 85 % 45.8 % 
FTLDNI 0 26.3 % 15 % 13.5 % 
Clinical data     
Age [mean (SD)] 69.9 (7.5) 68.6 (6.8) 72.1 (7.2) p = .31 
Female Sex 35 % 36.8 % 50 % p = .57 
MMSE [mean (SD)] 21 (6.3) 19.8 (9.1) 28.9 (1.0) p < .0001  

Overall dataset  

AD FTD CN Total 

No. subjects* 190 134 172 496 
No. scans 199 192 200 591 
Source     
ULille 50.3 % 71.4 % 0 40.1 % 
ADNI 49.7 % 0 82 % 44.5 % 
FTLDNI 0 28.6 % 18 % 15.4 % 
Clinical data     
Age [mean (SD)] 68.4 (10.4) 68.4 (8.5) 71.6 (7.8) p = .0002 
Female Sex 51.8 % 37 % 56 % p = .0004 
MMSE [mean (SD)]** 19.5 (6.2) 21.7 (6.8) 29.1 (1.2) p < .0001  

Fig. 2. Model training using 5-fold cross validation. Top graphs show training and validation accuracies. Bottom graphs show train and validation losses. Model 1 
had the highest validation accuracy and was selected for further training. 

Table 2 
Confusion matrix. AD, Alzheimer’s disease; CN, cognitively normal; FTD, 
frontotemporal dementia.    

Actual labels   

AD FTD CN Total 

Model labels AD 15 1 0 16 
FTD 4 18 0 22 
CN 1 0 20 21 
Total 20 19 20 59 

Physician labels AD 14 3 2 19 
FTD 3 9 0 12 
CN 3 7 18 28 
Total 20 19 20 59  
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lobes, the basal ganglia and to a lesser extent the precuneus/PCC and 
posterior temporoparietal regions (all pFWE < 0.001). When performing 
the AD vs FTD analysis, a few voxels in the posterior temporoparietal 
and precuneus/PCC regions were found hypometabolic in AD subjects 
(pFWE < 0.01), while FTD subjects displayed hypometabolism of the 
ACC, prefrontal mesial cortex, anterior insula and OFPFC (pFWE <

0.01). Thresholded maps with pFWE < 0.05 are shown in Fig. 8. 

3.7. Network extrapolability 

Demographics of subjects with DLB can be found in supplementary 
Table 3. Thirteen DLB scans were classified as FTD, 7 as AD and 0 as CN. 

Fig. 3. ROC curves. Blue and red lines, selected iteration. Black lines, average of all iterations. AD, Alzheimer’s disease; CN, cognitively normal; FTD, fronto
temporal; P1, physician 1; P2, physician 2; P3, physician 3; Pco, consensus between physicians; ROC, receiver operating characteristic. AUC and confidence intervals 
are presented for the averaging across the 30 dataset splits. 
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3.8. Dimensionality reduction examination 

As shown in shown in Fig. 9, there appears to be a slight center 
separation in the CN class, where FTLDNI cases cluster on one side, 
although still displaying substantial overlap with ADNI cases. On the 
other hand, there is no evident separation by center for AD and FTD 
classes. 

4. Discussion 

The future of nuclear medicine in neurodegenerative diseases may 
require multiple scans over time for a single patient. In this study, we 
introduce a deep learning model able to classify [18F]-FDG-PET scans 
into AD, FTD or CN subjects with high accuracy, doing better than a 
consensus reached by physicians specialized in nuclear medicine in all 
metrics. Such a tool would be of great assistance to physicians to break 
free from intra- and inter-observer variability in clinical strategies 
involving repeated PET scans. 

We extend the previous work of Etminani et al. by presenting a CNN 
model highly efficient in differentiating AD and FTD-spectrum diseases 
(Etminani et al., 2022). They reported in their study 96.4 %, 71.4 %, 
96.2 % and 94.7 % AUC for AD, MCI, DLB and CN, respectively. Our 
model tends to show slightly better performances, but this should be put 
into perspective with the fact that we did not include MCI subjects, 
which, understandably, was the most misclassified category in their 
work. In addition, in the AD vs FTD analysis which better reflects the 
standard situation met in clinical settings, we found an average accuracy 
of 88.2 %, and the average AUC was 95.7 %. Regarding specialist-based 
diagnosis, while the consensus accuracy is similar at 69.5 % in the 
present study (compared to 57 % in Etminani et al. with an additional 
category), our Fleiss’ kappa of 0.61 (compared to 0.19) indicates 
stronger agreement. This low variance in physician performance reflects 
a shared understanding of the test set and suggests that it is unlikely for 
another physician to outperform the model. On the other hand, the 
model and the physicians did not commit the same errors as shown by 
the absence of agreement (Cohen’s kappa = - 0.08). Furthermore, we 
also extend classical machine learning approaches that aimed to 

Table 3 
Metrics. AD, Alzheimer’s disease; CN, cognitively normal; FTD, frontotemporal 
dementia; Se, sensitivity; Sp, specificity.    

Metrics   

Se Sp Precision F1- 
score 

Support 

Model AD 75 % (15/ 
20) 

97 % (38/ 
39) 

94 % (15/ 
16) 

83 % 20 

FTD 95 % (18/ 
19) 

90 % (36/ 
40) 

82 % (18/ 
22) 

88 % 19 

CN 100 % (20/ 
20) 

97 % (38/ 
39) 

95 % (20/ 
21) 

98 % 20    

Se Sp Precision F1- 
score 

Support 

Physician AD 70 % (14/ 
20) 

87 % (34/ 
39) 

74 % (14/ 
19) 

72 % 20 

FTD 47 % (9/ 
19) 

92 % (37/ 
40) 

75 % (9/ 
12) 

58 % 19 

CN 90 % (18/ 
20) 

74 % (29/ 
39) 

64 % (18/ 
28) 

75 % 20  

Fig. 4. AD scan labeled FTD. Top: native scan, bottom: preprocessed data. Hypometabolism in parietal associative posterior regions is observed and to a lesser 
degree in frontal mesial, whereas the posterior cingulate and precuneus appear relatively normal. 
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distinguish AD and FTD using FDG-PET. An early work with spatial 
decision trees yielded around 90 % accuracy. However, the use of brain 
regions drawn empirically may have led to overfitting, and a high rating 
accuracy by experts, also approaching 90 %, indicates that cases might 
have been more straightforward to classify (Sadeghi et al., 2008). 
Another method using a multiple kernel algorithm demonstrated accu
racy near 95 %, but once more empiric selection of the most efficient 
features may have resulted in some overfitting, and sample size was 
limited (Xia et al., 2014). More recently, an SVM approach yielded an 
overall accuracy of 78–80 % compared to expert accuracy of 71 % 
(Perovnik et al., 2022). 

The main strength of our model lies in its exceptional accuracy to 
isolate CN subjects, and this could be envisioned as a first AI clinical 
application for screening brain scans and present them to physicians as 
high-probability to be normal/abnormal (Hao et al., 2022; McKinney 
et al., 2020). Our model accurately classified all CN subjects and erro
neously labeled only 1 CE scan as CN. None of CN test subjects were 
reported to have converted to MCI or dementia since scanning. The 
clinician consensus had a high sensitivity too at 90 % (vs 100 %), but 
specificity was moderate at 74 % (vs 97 %). Interestingly, MMSE scores 
were significantly higher for dementia scans classified CN by physicians 
compared to true positives (supplementary Table 5). This brings support 
to the fact that the model may detect metabolic abnormalities still 
indiscernible to the human eye. 

In the occlusion experiment and Grad-CAM analysis, we found 
salient regions consistent with the traditional hypometabolism pattern 
described in visual interpretation and illustrated in Fig. 8. The PCC was 
found to be the most important region by large to drive AD classification, 
but in clinical practice the emphasis tends to be put on other posterior 
associative areas such as temporoparietal junctions, and therefore it 
reiterates the need to scrupulously examine the PCC/precuneus when 
facing a possible diagnosis of AD. The PCC is an important area for 
cognition showing decreased [18F]-FDG uptake in early AD (Minoshima 
et al., 1997) and also, although inconsistently, decreased uptake in FTD 
(Scheltens et al., 2018). Contrarily to the aforementioned work, in which 
the PCC was a common driver for classification into AD, MCI or DLB 
(Etminani et al., 2022), herein the PCC was not found to guide classi
fication towards FTD, and consequently should not be considered as a 
hallmark of neurodegenerative disease. This may also account for the 
misclassification of a few AD scans without hypometabolic PCC as FTD 
(Fig. 4). As expected, frontal regions were highlighted in both FTD oc
clusion and Grad-CAM maps. The CN heatmaps showed a diffuse 
pattern. Surprisingly, the cerebellum was a decisive region in several 
heatmaps driving classification in FTD occlusion and highlighted in both 
AD/CN Grad-CAM. Although it was not confirmed on the corrected maps 
of the voxelwise analysis, lower cerebellar metabolism was seen on the 
uncorrected maps (using p < .001) when comparing FTD to AD or CN. 
The cerebellum is debated to show altered cerebellar glucose meta
bolism in C9orf72 mutations (N = 10 in the training set) vs non-C9orf72 
FTD (Castelnovo et al., 2019; Diehl-Schmid et al., 2019). However, it is 
considered intact in most neurodegenerative disorders and recom
mended as a reference region for intensity normalization by the Euro
pean Association of Nuclear Medicine (Guedj et al., 2022). This calls for 

Fig. 5. ROC curve for AD vs. FTD analysis. Red line, selected iteration. Black 
lines, average of all iterations. ROC, receiver operating characteristic. AUC and 
confidence intervals are presented for the averaging across the 30 dataset splits. 

Fig. 6. Occlusion heatmaps. Left: Alzheimer’s disease, middle: frontotemporal dementia, right: cognitively normal. Color-bars show the variation in predic
tion certitude. 
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further investigation, and it may be interesting in the future to perform a 
voxelwise analysis between non-C9orf72 FTD and AD using a cerebellar 
mask. 

In testing extrapolability on DLB, we found that all of them were 
classified as AD or FTD. This highlights the coherence of our model in 
successfully ruling out subjects with another neurodegenerative disease 
as healthy subjects, which would be the most prejudicious situation in a 
clinical setting. This is also in line with the findings of Etminani et al., in 
which the dimensionality reduction visualization clearly separated CN 
and DLB subjects. 

Our UMAP dimensionality reduction revealed a slight center sepa
ration within the CN class, where FTLDNI cases cluster on one side, 
perhaps due to all FTLDNI scans being acquired on a single PET camera. 
However, there was no evident separation by center for AD and FTD. 

4.1. Strengths 

As shown in Fig. 2, we successfully prevented overfitting during the 
cross-validated training using several regularization methods such as 
data augmentation, batch normalization, dropout and early stopping. 
This, we believe, shows that the network could learn robust features 
during training that would allow its extrapolation to new brain scans 
with a different acquisition protocol. Similarly, training over a large 
multicentric dataset, well-balanced across the different categories would 
also facilitate utilization in different conditions. We also demonstrated 
in a supplementary analysis that although acquisition parameters varied 
between centers, there was no significant difference in accuracy be
tween them (supplementary). 

Another strength is that we could include subjects who received a 
certain diagnosis (N = 30). This is of interest since there is a large 
overlap in radiological presentations of neurodegenerative diseases 
(Olney et al., 2017), and protein-targeting drugs will require an un
equivocal diagnosis. In addition, the rest of our subject had a probable 
diagnosis. Longitudinal analyses have shown individuals fulfilling FTD 
probable criteria will continue to do so over time or move to the certain 
category after postmortem analysis (Devenney et al., 2015). This is, 
however, to put into perspective with the fact that most often neuro
degenerative pathologies overlap, as pure AD is thought to only repre
sent 30 % of cases and in 30 % of cases associates with TDP-43 pathology 
(Villain and Dubois, 2019). 

4.2. Limitations 

Unfortunately, a same center could not provide subjects to all 3 
categories, which would ensure the network did not learn any acquisi
tion specificities. For example, the CN category did not include any 
ULille subjects. This is because our database, built from clinical data, 
does not include any healthy control subjects. This could also be viewed 
as a wider limit to the development of AI in clinical practice since 
healthy controls are not commonly found among hospital patients. On 
the same topic, data augmentation can theoretically increase bias be
tween classes (Balestriero et al., 2022). However, it was required to 
expand data during training, and the absence of underfitting gives 
confidence in the absence of significant bias (Fig. 2). 

It could be argued that subjects having several scans may have led to 
inflated performance of the model. However, except 1 subject who had 
1-month interval scans, there was a minimum of 6 months between 
scans for other subjects which is enough to see progressive metabolic 
changes (Forster et al., 2011). Additionally, we repeated the classifica
tion analyses using only one scan for each patient and average accuracy 
was at 84.1 % still substantially higher than physician accuracy (sup
plementary Fig. 3). 

Physicians reviewed studies in their native space, while the model 
labeled spatially and feature-wise normalized volumes. This decision 
aligned with physician preferences for examining scans and ensure that 
the scans they reviewed displayed the highest resolution. Therefore, if 
this introduced a bias, it is more likely that it contributed to increasing 
physician performance rather than the opposite. 

Probably because of regions showing severe hypometabolism, SPM 
segmentation basic parameters first considered large cortical areas as 
not gray matter, and these scans (N = 27) required another segmenta
tion treatment. This is a minor issue in the current study, but it reflects 
what may happen when developing an AI pipeline. Even if AI is suc
cessfully incorporated in imaging departments, this highlights the need 
for quality checks to ensure coherent results. 

Finally, in the age of emerging blood biomarkers and new radio
tracers, some may question the clinical relevance of using FDG-PET, 
which might seem an out-of-fashion approach to neurodegenerative 
classification. However, we argue that this is not the case. Lumbar 
puncture remains an invasive procedure, blood biomarkers are prom
ising but have yet to be seen in clinical routine and amyloid PET can be 
twice as expensive (Contador et al., 2023; Teunissen et al., 2022). 

Fig. 7. Grad-CAM heatmaps. Left: Alzheimer’s disease, middle: frontotemporal dementia, right: cognitively normal. Color-bars reflect weights from the final 
convolution layer for each class. 
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Fig. 8. Hypometabolism maps. A: AD hypometabolism compared to CN. B: FTD hypometabolism compared to CN. C: AD hypometabolism compared to FTD. D: FTD 
hypometabolism compared to AD. AD, Alzheimer’s disease; CN, cognitively normal; FTD, frontemporal dementia. Color-bars show T-score values. 
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Furthermore, a recent consortium has reaffirmed the importance of 
FDG-PET for dementia diagnosis, even prioritizing it over CSF markers 
in certain situations (Chetelat et al., 2020). 

5. Conclusion 

In this study, we demonstrated the ability of a tailor-made 3D CNN to 
accurately classify [18F]-FDG PET-scans between AD, FTD or CN sub
jects. Our results showed that this model outperforms clinical interpre
tation by experienced physicians and displays an excellent capability in 
identifying control subjects. These findings add to the growing field of AI 
in metabolic imaging and suggest our clinical practice may change in the 
nearby future integrating these tools. To our knowledge, this is the first 
work using deep learning techniques to classify AD vs FTD subjects 
based on brain glucose metabolism. 
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