
HAL Id: hal-04844741
https://hal.univ-lille.fr/hal-04844741v1

Submitted on 18 Dec 2024

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Distributed under a Creative Commons Attribution - NonCommercial - NoDerivatives 4.0
International License

Three-Way Data Reduction Based on Essential
Information

Raffaele Vitale, A. Azizi, M. Ghaffari, N. Omidikia, Cyril Ruckebusch

To cite this version:
Raffaele Vitale, A. Azizi, M. Ghaffari, N. Omidikia, Cyril Ruckebusch. Three-Way Data Re-
duction Based on Essential Information. Journal of Chemometrics, 2024, J. Chemometr., -,
�10.1002/cem.3617�. �hal-04844741�

https://hal.univ-lille.fr/hal-04844741v1
http://creativecommons.org/licenses/by-nc-nd/4.0/
http://creativecommons.org/licenses/by-nc-nd/4.0/
http://creativecommons.org/licenses/by-nc-nd/4.0/
https://hal.archives-ouvertes.fr


Journal of Chemometrics, 2024; 38:e3617
https://doi.org/10.1002/cem.3617

1 of 13

Journal of Chemometrics

RESEARCH ARTICLE OPEN ACCESS

Three-Way Data Reduction Based on Essential Information
Raffaele Vitale1   |  Azar Azizi2  |  Mahdiyeh Ghaffari3  |  Nematollah Omidikia2   |  Cyril Ruckebusch1

1Laboratoire Avancé de Spectroscopie pour les Interactions, la Réactivité et l'Environnement, LASIRE (UMR 8516), CNRS, Univ. Lille, Lille, 
France  |  2Department of Chemistry, Faculty of Science, University of Sistan and Baluchestan, Zahedan, Iran  |  3Department of Analytical Chemistry, 
Institute for Molecules and Materials (IMM), Radboud University, Nijmegen, The Netherlands

Correspondence: Raffaele Vitale (raffaele.vitale@univ-lille.fr)

Received: 28 February 2024  |  Revised: 28 August 2024  |  Accepted: 29 August 2024

Keywords: convex polytopes | essential columns (ECs) | essential rows (ERs) | essential tubes (ETs) | parallel factor analysis–alternating least 
squares (PARAFAC-ALS) | three-mode factor analysis

ABSTRACT
In this article, the idea of essential information-based compression is extended to trilinear datasets. This basically boils down to 
identifying and labelling the essential rows (ERs), columns (ECs) and tubes (ETs) of such three-dimensional datasets that allow 
by themselves to reconstruct in a linear way the entire space of the original measurements. ERs, ECs and ETs can be determined 
by exploiting convex geometry computational approaches such as convex hull or convex polytope estimations and can be used to 
generate a reduced version of the data at hand. These compressed data and their uncompressed counterpart share the same mul-
tilinear properties and their factorisation (carried out by means of, for example, parallel factor analysis–alternating least squares 
[PARAFAC-ALS]) yield, in principle, indistinguishable results. More in detail, an algorithm for the assessment and extraction of 
the essential information encoded in trilinear data structures is here proposed. Its performance was evaluated in both real-world 
and simulated scenarios which permitted to highlight the benefits that this novel data reduction strategy can bring in domains 
like multiway fluorescence spectroscopy and imaging.

1   |   Introduction

Trilinear curve resolution resting on methodologies like parallel 
factor analysis–alternating least squares (PARAFAC-ALS [1–3]) 
can be extremely demanding from a computational point of view 
especially when high-dimensional datasets as those resulting 
from multimodal imaging modalities [4–10] are coped with. In 
order to overcome this particular limitation and speed up calcula-
tions, users and practitioners have lately made significant efforts 
aimed at two distinctive goals: (i) optimising the decomposition 
algorithms typically resorted to for the trilinear factorisation 
of the data arrays to be analysed and (ii) providing compressed 
versions of these data arrays while retaining the portion of their 
original information content that is essential for carrying out 
such a factorisation. On the one hand, algorithm acceleration, al-
though proven effective in a wide variety of application scenarios 

[11–14], does not permit to directly circumvent the intrinsic bur-
den that even modern computing systems face when it comes to 
loading and keeping in memory massive amounts of measure-
ment observations. On the other hand, compression approaches 
can ideally yield data structures significantly reduced in size 
that might be more easily stored, handled and processed also via 
more standard commercial devices [15].

The need for three- and, more generally speaking, multimodal 
data compression prior to trilinear or multilinear factorisations 
has been extensively discussed in literature. In the domain of 
chemometrics, several computational strategies relying on the 
principles of bilinear (e.g., principal component analysis [PCA] 
[16, 17]) and multilinear (e.g., Tucker1 and Tucker3 [18–23]) 
decomposition techniques have been proposed over the last de-
cades for this particular purpose [15, 24–26]. However, most, if 
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not all, these methods share a common fundamental shortcom-
ing: the meaningfulness of the information captured during the 
compression stage for the sake of the final factorisation process 
is usually neglected. In this regard, in the context of bilinear 
curve resolution and unmixing, it has recently been shown 
that a more sensible compression can be achieved through the 
identification of the so-called essential information (EI) that the 
data at hand encode—that is, their essential samples (ESs) and/
or their essential variables (EVs) [27–29]. ESs and EVs are the 
most linearly dissimilar row and column vectors of a generic 
two-dimensional dataset, enable the lossless reproduction of 
such a dataset in a convex linear way and (under specific nor-
malisation constraints) can be found laying on the multidimen-
sional convex hulls of its row and column space, respectively. By 
the assessment and extraction of ESs and EVs, one can attain 
compressions that preserve only those chunks of the data struc-
tures under study characterised by a minimal overlap among 
the components or factors to be retrieved and that, thus, keep 
the local rank1 properties of these data structures unchanged, 
a key aspect when dealing with resolution or unmixing prob-
lems. EI-based data pruning has, indeed, been satisfactorily 
exploited for challenging analytical applications—for example, 
minor species detection and recovery—mainly in the field of 
hyperspectral imaging [31–39]. Given, therefore, the consider-
able benefits that can inherently result from a similar approach, 
the main aim of this article is to extend the idea of EI selection 
for the rational reduction of three-way datasets and their faster 
trilinear factorisation. In this respect, it is worth noticing that 
any preliminary compression operation conducted on the inves-
tigated recordings should always ensure that (i) their local rank 
properties are rigorously preserved since they can be as crucial 
as when bilinear decompositions are to be performed [40] and 
(ii) all the sources of variability underlying them are adequately 
represented in their reduced counterparts. This cannot be guar-
anteed by random sampling methods [41–43] such as Monte 
Carlo experiments [44] and CUR matrix decompositions [45], 
but strictly requires the use of targeted procedures like the one 
described before.

2   |   Methods

2.1   |   Essential Information-Based Reduction 
of Three-Way Data

Let D be a generic three-way data array (tensor) of dimensions N 
rows × J columns × K tubes and effective rank F (i.e., F is the ac-
tual amount of components/factors underlying D). The EI-based 
compression of D basically boils down to recognising and iso-
lating the rows, columns, and tubes of this tensor that allow by 
themselves to reconstruct the entire space of the original mea-
surements. The number of these so-called essential rows (ERs), 
essential columns (ECs) and essential tubes (ETs) is obviously 
lower compared to N , J and K, respectively, but the reduced ver-
sion of D—say Dr of size Nr  ×  Jr  ×  Kr—shares with it the same 
trilinear properties. Subsequently, the trilinear factorisations of 
D and Dr (carried out by means of, e.g., PARAFAC-ALS) yield, 
in principle, indistinguishable results from the perspective of 
self-modelling curve resolution. Operationally speaking, the 
ERs, ECs and ETs of D can be retrieved through the following 
5-step computational procedure:

1.	 D is subjected to a higher order singular value decomposi-
tion (HOSVD, [18–20, 46]) that can be written as 

where S is a (N × J × K) -dimensional core tensor,   (N × N), 
 (J × J) and  (K × K) carry the row, column and tube space 
factors of D and ×1, ×2 and ×3 connote the mode-1, mode-2 and 
mode-3 product [47], respectively.2 In other words, HOSVD 
returns a specific Tucker3 model encompassing all possible 
extractable components and characterised by fully orthogonal 
factor profiles for each individual data mode;

2.	 ,  and  are then truncated retaining only their first F 
columns;

3.	 Row, column and tube space HOSVD scores are calculated 
as 

with  ∗ (N × F), ∗ (J × F) and ∗ (K × F) deriving from the 
truncation of  ,  and  and �1 ,�2 and �3 being the F × F 
diagonal matrices containing the first F singular values of the 
two-way arrays resulting from the row-wise, column-wise and 
tube-wise unfolding of D;

4.	 X (N × F), Y (J × F) and Z (K × F) are normalised [48, 49] 
such that 

where x1, y1 and z1 denote the first column of X, Y and Z, re-
spectively, ⊘ represents the element-wise (Hadamard) division 
operator and 1 is a vector of ones of dimensions F × 1. After nor-
malisation, the first column of X̃, Ỹ and Z̃ features only unit en-
tries and is therefore removed before further processing. For this 
reason, from now on, the number of columns of X̃, Ỹ and Z̃ will 
be considered equal to F − 1;

5.	 ERs, ECs and ETs are finally obtained by identifying the 
subsets of rows of X̃, Ỹ and Z̃ (say X̃r - Nr × F − 1 ; Ỹr : 
Jr × F − 1 ; and Z̃r : Kr × F − 1) supporting their correspond-
ing (F − 1) -dimensional convex hulls. This implies that all 
the original row vectors of X̃, Ỹ and Z̃ can be expressed as 
convex linear combinations of those gathered into X̃r, Ỹr and 
Z̃r, respectively: 

(1)D = S ×1 ×2 ×3

(2)X = 
∗
�1

(3)Y = 
∗
�2

(4)Z =
∗
�3

(5)X̃ = X⊘ x11
T

(6)Ỹ = Y⊘ y11
T

(7)Z̃ = Z⊘ z11
T

(8)

x̃T
n
=

Nr
∑

nr=1

�n,nr x̃
T
rnr
s. t. �n,nr ≥0

and

Nr
∑

nr=1

�n,nr =1 ∀n=1, … , N and

∀nr=1, … , Nr
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Here, x̃Tn, ỹT
j
 and z̃T

k
 denote the n-th, the j-th and the k-th rows of 

X̃, Ỹ and Z̃, �n,nr , � j,jr and �k,kr are positive scalar coefficients and 
x̃T
rnr

, ỹT
rjr

 and z̃T
rkr

 represent the nr-th, the jr-th and the kr-th rows of 
X̃r, Ỹr and Z̃r.

At this point, Dr can be generated by reducing D to a tensor con-
sisting only of the Nr ERs, the Jr ECs and the Kr ETs identified 
as described before.

2.2   |   Full- Versus Reduced-Size Data Trilinear 
Decomposition

The main benefit that the three-way data reduction procedure out-
lined in the previous section could bring to practitioners and oper-
ators regards the fact that the trilinear factorisation of Dr should 
in essence provide the same outcomes as the trilinear factorisa-
tion of D, but in a significantly lower amount of time. In order to 
corroborate this statement, the following study will be conducted: 
first, several datasets together with their compressed counterparts 
will be processed by means of PARAFAC-ALS to attain their re-
spective non-negative trilinear decomposition, which can be ge-
nerically written in the form of a restricted Tucker3 model [50] as 

with

•	D1 and Dr,1 being the N × JK and Nr × JrKr data matrices 
yielded by the row-wise unfolding of D and Dr;

•	T1 (F × F2) being the data matrix yielded by the row-wise 
unfolding of the PARAFAC-ALS core, say T (F × F × F)—
notice that T is a unit superdiagonal core, that is, a three-
dimensional array of zeros with superdiagonal elements 
equal to 1;

•	A (N × F), B (J × F) and C (K × F) being the full-size row, 
column and tube space PARAFAC-ALS loadings estimated 
for D;

•	Ar (Nr × F), Br (Jr × F) and Cr (Kr × F) being the reduced-
size row, column and tube space PARAFAC-ALS loadings 
estimated for Dr;

•	E (N × JK) and Er (Nr × JrKr) encoding the residual unex-
plained variation of D and Dr; and

•	⊗ denoting the Kronecker product [51].

For comparing the factor profiles resulting from the two factori-
sations in Equations  (11) and 12, though, once computed, the 
reduced-size loadings in Ar, Br and Cr will need to be expanded 
so as to cover the entire row, column and tube space of the origi-
nal observations. This operation can be performed as follows: let 
D1,ERs be the Nr × JK matrix obtained from the row-wise unfold-
ing of D and carrying only its corresponding ERs. Regressing 
D1,ERs onto Ar, one can calculate an expanded mixed column-
tube factor matrix B̂CT

r
 (F × JK) as 

where + denotes the pseudo-inverse operator. Every single row 
of B̂CT

r
 can then be refolded into a J × K matrix of rank 1 and 

subsequently subjected to a singular value decomposition (SVD 
[52]). Expanded column and tube space factors (B̂r, J × F, and ̂Cr, 
K × F) are finally retrieved gathering all the left and right singu-
lar vectors SVD returns. At this point, expanded row space factor 
profiles (Âr, N × F) can be estimated in a least-squares sense as 

with ⊙ connoting the Khatri-Rao product [53].

It is worth noticing here that given the inherent symmetry 
of the trilinear models PARAFAC-ALS provides, expanded 
PARAFAC-ALS loadings can also be derived through alter-
native column-wise or tube-wise unfolding-based approaches 
provided that Equations (13) and (14) are adapted and modified 
accordingly. Only the computational procedure relying on row-
wise unfolding is detailed in this section since this procedure 
readily provides PARAFAC-ALS factor profiles normalised 
along all but the first data mode, which is a way to report them 
that is rather standard in the scientific literature.

3   |   Datasets

The comparative study described in the previous section was 
carried out on two real-world and two simulated datasets.

3.1   |   Time-Resolved Fluorescence Spectra of Dye 
Mixtures

Nine mixtures of three different fluorescent dyes, Alexa 647, 
Atto 655 and Atto 665, were prepared as detailed in [10] and 
their respective fluorescence decay curves recorded by using a 
PicoQuant Time-Correlated Single Photon Counting (TCSPC) 
system coupled to a FluoTime 200 spectrometer equipped 
with a picosecond laser diode emitting at 640 nm. These decay 
curves follow multiexponential functions that are the combi-
nation of monoexponential contributions with distinct rate 
constant, each related to one of the three fluorophores under 
study. Data acquisition was conducted at 8 distinct emission 
wavelengths (from 650 to 720 nm with a step of 10 nm) which 

(9)

ỹTj =

Jr
∑

jr=1

� j,jr ỹ
T
rjr
s. t. � j,jr ≥0

and

Jr
∑

jr=1

� j,jr =1 ∀ j=1, … , J

and ∀ jr=1, … , Jr

(10)

z̃T
k
=

Kr
∑

kr=1

�k,kr z̃
T
rkr
s. t. �k,kr ≥0

and

Kr
∑

kr=1

�k,kr =1 ∀k=1, … , K

and ∀kr=1, … , Kr

(11)D1 = AT1(C⊗B)T + E

(12)Dr,1 = ArT1
(

Cr⊗Br
)T

+ Er

(13)B̂CT
r
= A+

r
D1,ERs

(14)�Ar = D1,ERs

(

�Cr⊙�Br

)+
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resulted in a three-way array of dimensions 9 samples × 2500 
time points × 8 emission wavelength channels assumed to 
exhibit trilinearity among these three measurement modes. 
The multilinear resolution of such an array permits to retrieve 
the aforementioned monoexponential signal contributions 
together with the abundance/concentration profiles and the 
individual spectral fingerprint of the three chemical species 
underlying the investigated specimens.

3.2   |   Sequential Illumination Fluorescence Image 
of Osteosarcoma-Affected Bone Tissue Cells

U2OS cells stained with two different fluorophores, 
DiBAC4(3) and Concavalin A-Alexa 488, were inspected 
under a Nikon Ti-E2 fluorescence microscope equipped with 
a 488 nm laser source and configured in sequential illumi-
nation mode [54, 55]. The conducted measurements yielded 
a four-dimensional image of dimensions 246 × 238 × 6 × 45 
where pixels are underlain by 6 fluorescence decay signals 
recorded over 45 consecutive time instants across a series of 
photobleaching-photorecovery cycles. During these cycles, the 
laser power was modulated differently in an attempt to em-
phasise the distinctive dynamic behaviours of the various flu-
orescent species bound to the individual compartments of the 
system under study. Also such decays follow multiexponential 
functions which are the combination of a certain number of 
monoexponential contributions, each one related to a given 
fluorescent species located in a particular chemical environ-
ment. Before being finally processed by means of PARAFAC-
ALS, the investigated image was preliminarily unfolded 
pixel-wise. This operation returned a three-dimensional data 
structure assumed to exhibit trilinearity among the pixel, the 
photobleaching-photorecovery cycle and the time mode.

3.3   |   Simulated Multi-Way Images

In the light of the remarkable results obtained in the two real-
world case-studies described before—whose comprehensive il-
lustration is provided in the next sections—and in an attempt to 
validate the algorithmic procedure proposed in this article, two 
multi-way images of size 59 × 59 × 10 × 60 were generated for a 
two and a three component system, respectively. Every pixel of 
both images is underlain by a series of 10 time point decay signals 
recorded at 60 different wavelength channels and following mul-
tiexponential functions which are the combination of monoexpo-
nential contributions related to the aforementioned components. 
The data were simulated assuming trilinearity among the pixel, 
the time and the wavelength mode of the two four-dimensional 
images and accounting for heteroscedastic Gaussian noise. 
Therefore, before being finally processed by means of PARAFAC-
ALS, they were preliminarily unfolded pixel-wise.

4   |   Comparative Study

In all the scenarios outlined before, once full-size and reduced-
size datasets were processed as described in Section  2.2, the 
quality and the adequacy of the final trilinear factorisation mod-
els were assessed in terms of residual lack-of-fit (LOF) and core 

consistency (CORCONDIA [56]). For full-size data, LOF and 
CORCONDIA are estimated as: 

with en,jk and d1n,jk being the n × jk -th elements of E and D1, 
respectively, ga,b,c the a × b × c -th element of the Tucker3 core, 
say G, computed via least squares from A, B and C and ta,b,c the 
a × b × c -th element of the F × F × F unit superdiagonal core, 
T. Equations  (15) and  (16) (appropriately adapted) were also 
exploited to calculate LOF and CORCONDIA values when 
reduced-size data were handled as well as after the expansion 
of the reduced-size PARAFAC-ALS factor profiles and the 
subsequent recalculation of the PARAFAC-ALS core and the 
PARAFAC-ALS residuals from such expanded factor profiles. 
Full-size and expanded PARAFAC-ALS factor profiles were also 
compared in terms of correlation by estimating the cosine of the 
angle between each pair of loadings corresponding to the same 
extracted component. In case one of the modes of the data under 
study encoded information regarding the pixels of an image, 
though, the PARAFAC-ALS loadings along this mode were con-
trasted in terms of Ruzicka's similarity [57], an extension of the 
Jaccard index [58–60] for real-valued vectors. The reduction rate 
yielded by the methodology proposed here and defined as 

was also assessed together with the operational time required 
to factorise the full-size data and to derive, factorise and post-
process the compressed data.

5   |   Results and Discussion

5.1   |   Time-Resolved Fluorescence Spectra of Dye 
Mixtures

Table 1 and Figures 1 and 2 illustrate the outcomes obtained for 
the time-resolved fluorescence spectra described in Section 3.1.

Here, F was set equal to 3 as the number of chemical com-
pounds utilised for sample preparation and the trilinear model 
resulting from the application of PARAFAC-ALS to the com-
pressed data yielded LOF and CORCONDIA values indicating 
that it can adequately explain all the sources of variability un-
derlying them. Besides, the PARAFAC-ALS loadings profiles 
retrieved after the expansion of their corresponding reduced-
size ones are in good agreement with those extracted from 
full-size measurements. The computational time required to 
individuate ERs, ECs and ETs, process them and, afterwards, 
decompress PARAFAC-ALS factors, though, was found to 
be about 800 times lower than when such full-size measure-
ments were analysed. Moreover, the fact that 4 out of the 6 
identified ERs relate to chemical mixtures constituted by only 

(15)LOF =

∑N
n=1

∑JK
jk=1 e

2
n,jk

∑N
n=1

∑JK
jk=1 d1

2
n,jk

(16)

CORCONDIA = 100

�

1 −

∑F
a=1

∑F
b=1

∑F
c=1

�

ga,b,c − ta,b,c
�

F

�

(17)RR = 100 −
NrJrKr
NJK

100
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2 of the 3 dyes concerned and for which the PARAFAC-ALS 
loadings profile of the missing component assumes values ap-
proximately equal to 0. This clearly evidences that the pro-
posed EI-based reduction procedure is capable of dramatically 
decreasing the redundancy of the information encoded in the 
analysed datasets prior to their final decomposition. Emission 
wavelength channels characterised by a strong overlap among 
the three different PARAFAC-ALS factor profiles are also 
satisfactorily recognised as non-essential and, thus, excluded 
from the compression operations.

5.2   |   Sequential Illumination Fluorescence Image 
of Osteosarcoma-Affected Bone Tissue Cells

The outcomes resulting from the analysis of the sequen-
tial illumination fluorescence image recorded as detailed 
in Section  3.2 are summarised in Table  2 and illustrated in 
Figures 3 and 4.

Also in this case, the EI-based compression procedure en-
abled a significant reduction of the data under study, which 
permitted to attain in a substantially reduced amount of time 
(namely, about 30-fold faster) a trilinear factor model capable 
of satisfactorily accounting for the main sources of variability 
underlying them and yielding expanded PARAFAC-ALS load-
ings profiles in good agreement with those extracted through 
the decomposition of the original measurements collected. 
Notice that F was here set equal to 3 based on preliminary 
knowledge about the number of components expected to be 
observed within the captured scene [55]. In addition, Figure 4 
clearly shows that the ERs, ECs and ETs identified in this 
specific contingency correspond to rows, columns and tubes 
of the full-size tensor at hand in correspondence of which 
distinctive cell compartments can be observed, the overlap 
among PARAFAC-ALS factor profiles is minimal or their 
trend is not particularly correlated. This, once again, high-
lights how the algorithmic procedure outlined in Section 2.1 
can considerably decrease the redundancy of the information 
encoded in the analysed datasets.

5.3   |   Simulated Multi-Way Images

Given the remarkable performance that the EI-based data 
reduction approach proposed here guaranteed in the two 

real-world case-studies reported before and in order to assess 
its validity and reliability, the two- and three-component sim-
ulated imaging datasets described in Section 3.3 were finally 
processed. The outcomes obtained for the former are sum-
marised in Table 3.

It should be noticed here that the reported indices actu-
ally refer to a series of 500 replications of the entire analy-
sis procedure performed on as many images resulting from 
different random noise generation repetitions. As expected, in 
all cases, 2 ERs, 2 ECs and 2 ETs were identified by the afore-
mentioned EI-based compression strategy: this stems from 
the fact that, having set F equal to 2, the recognition of ERs, 
ECs and ETs is always carried out within one-dimensional 
subspaces which lead to convex hulls supported only by 2 dif-
ferent normalised HOSVD scores points (see Figure  S1a for 
an explanatory example). In spite of this substantial dimen-
sionality reduction, all the two-factor trilinear models built 
on full-size and compressed datasets yielded satisfactory LOF 
and CORCONDIA values, which suggest that they can fully 
and adequately explain the meaningful sources of variability 
underlying the three-way arrays under study. Low LOF and 
high CORCONDIA estimates were also found after the expan-
sion of the reduced-size PARAFAC-ALS loadings and the re-
calculation of the PARAFAC-ALS core tensors and residuals. 
For the sake of comparison, Figure S2 provides an illustration 
of the PARAFAC-ALS loadings returned by the decomposi-
tion of the original full-size image and those produced once 
expanded the PARAFAC-ALS loadings calculated from its 
reduced-size counterpart in one of the aforementioned repli-
cation rounds. It is evident how both approaches output strik-
ingly matching factor profiles. The main advantage brought 
by the EI-based compression, though, relates to the dramatic 
decrease of the computational time required to derive reduced-
size data, execute their decomposition and subsequently ex-
pand the reduced-size PARAFAC-ALS loadings: performing 
these three operations took approximately 10 times less (and 
only a single PARAFAC-ALS iteration when non-negativity 
was not explicitly constrained) than factorising full-size data. 
Last but not least, as shown in Figure S3 for the same simu-
lation repetition considered before, the tensor rows, columns 
and tubes spotted as essential correspond to spatial locations 
(pixels), wavelength channels and time instants of minimal 
overlap between components. This implies a significant reduc-
tion of the redundancy of the captured information and, thus, 
a clear enhancement of its selectivity that does not necessarily 

TABLE 1    |    Time-resolved fluorescence spectra of dye mixtures: dataset rank and dimensions before and after the EI-based compression, reduction 
rate yielded by the EI-based compression, processing time required for attaining the trilinear decomposition of the full-size and reduced-size data, 
LOF and CORCONDIA values resulting from the PARAFAC-ALS factorisation of the full-size and reduced-size data (before and after the expansion 
of the PARAFAC-ALS loadings profiles).

F Rows Columns Tubes RR
Processing 

time (s)
LOF 
(%) CORCONDIA

LOF (after 
loadings 

expansion, %)

CORCONDIA 
(after loadings 

expansion)

Full-size data 3 9 2500 8 — 881.33 0.03 99.51 — —

Reduced-size 
data

3 6 24 6 99.52 1.12a 0.04 93.71 0.03 98.10

aThis value accounts for (i) the time required for the HOSVD decomposition and all the convex hull-related calculations, (ii) the time required for the PARAFAC-ALS 
factorisation and (iii) the time required for the reconstruction of the expanded PARAFAC-ALS factor profiles.
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translate into a more accurate trilinear factorisation (see also 
Section 1) but ensures all these components are appropriately 
represented even after the compression process and overall 
guarantees a faster convergence of PARAFAC-ALS. All these 
conclusions are also corroborated by the results attained when 
the three-component simulated data were concerned (see 
Table 4 and Figures S4 and S5).

Nonetheless, in this particular scenario, a larger amount of 
ERs, ECs and ETs was consistently extracted from the distinct 
multi-way images coped with: given their higher effective 
rank (F = 3), indeed, the normalised HOSVD scores points lie 
now on a plane (i.e., ERs, ECs and ETs are identified within 

FIGURE 1    |    Time-resolved fluorescence spectra of dye mixtures: 
comparison between full-size and expanded PARAFAC-ALS loadings 
profiles. Panels (a–c), (d–f) and (g–i) refer to the first, second, and third 
components resulting from the trilinear factorisation of the original and 
compressed data, respectively.

FIGURE 1 | (Continued)
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FIGURE 2    |    Time-resolved fluorescence spectra of dye mixtures: first (red), second (green) and third (blue) PARAFAC-ALS component loadings 
along (a) the mixture, (b) the time and (c) the emission wavelength mode resulting from the trilinear factorisation of the full-size data at hand. Dashed 
lines highlight the mixture samples, time instants and emission wavelength channels identified as essential by the data reduction procedure outlined 
in Section 2.1.

TABLE 2    |    Sequential illumination fluorescence image of osteosarcoma-affected bone tissue cells: dataset rank and dimensions before and after 
the EI-based compression, reduction rate yielded by the EI-base compression, processing time required for attaining the trilinear decomposition of 
the full-size and reduced-size data, LOF and CORCONDIA values resulting from the PARAFAC-ALS factorisation of the full-size and reduced-size 
data (before and after the expansion of the PARAFAC-ALS loadings profiles).

F Rows Columns Tubes RR
Processing 

time (s)
LOF 
(%) CORCONDIA

LOF (after 
loadings 

expansion, %)

CORCONDIA 
(after loadings 

expansion)

Full-size data 3 58,548 6 45 — 85.54 0.17 84.28 — —

Reduced-size 
data

3 20 5 10 99.99 3.10a 0.10 97.74 0.18 84.98

aThis value accounts for (i) the time required for the HOSVD decomposition and all the convex hull-related calculations, (ii) the time required for the PARAFAC-ALS 
factorisation and (iii) the time required for the reconstruction of the expanded PARAFAC-ALS factor profiles.
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two-dimensional subspaces), but their distribution is made 
irregular by the presence of noise and the subsequent lack 
of strict selectivity among the investigated observations (see 

FIGURE 3    |    Sequential illumination fluorescence image of 
osteosarcoma-affected bone tissue cells: comparison between full-size 
and expanded PARAFAC-ALS loadings profiles. Panels (a–d), (e–h) and 
(i–l) refer to the first, second, and third components resulting from the 
trilinear factorisation of the original and compressed data, respectively. 
PARAFAC-ALS loadings along the pixel model were refolded according 
to the size of the image under study.

FIGURE 3 | (Continued)
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Figure S1b). This leads to convex hulls more complex-shaped 
and supported by a greater amount of vertices. Furthermore, 
it can also be highlighted that the whole ensemble of decay 
time instants was here systematically recognised as essential 
compared to when the sequential illumination fluorescence 
image was handled. This originates from the fact that the 
lower signal-to-noise ratio such an image features naturally 
induces the time-mode normalised HOSVD scores to be more 

widely scattered within their respective space and not aligned 
along a continuous non-linear trajectory like in this specific 
situation (see Figure  S6). Ultimately, in an attempt to better 
point out the benefits that the algorithmic scheme sketched 
in Section 2.1 could bring in terms of processing time saving, 
additional tests were conducted gradually increasing the size 
of the time mode of this last dataset. The outcomes of these 
additional tests are illustrated in Figure S7.

FIGURE 4    |    Sequential illumination fluorescence image of osteosarcoma-affected bone tissue cells: first (red), second (green) and third (blue) 
PARAFAC-ALS component loadings along (a) the pixel, (b) the photobleaching-photorecovery cycle and (c) the time cycle mode resulting from the 
trilinear factorisation of the full-size data at hand. Black dots and dashed lines highlight the pixel locations, cycle repetitions and time instants 
identified as essential by the data reduction procedure outlined in Section 2.1. In (a), all the PARAFAC-ALS loadings profiles are simultaneously 
displayed (after refolding) in a single false-colour RGB image.
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6   |   Conclusions

In this article, a novel approach for the EI-based reduction of 
three-way datasets was proposed. Differently from existing 
methodologies devised for the same purpose and mainly relying 
on random sampling, such an approach exploiting the principle 
of HOSVD and the properties of convex geometry is capable of 
retaining uniquely the most meaningful information, encoded in 
the investigated measurements, that is needed for their sensible 
trilinear factorisation. The results obtained from the application 
of this innovative compression strategy in two real-world and two 
simulated case-studies permitted to highlight three key aspects:

•	 PARAFAC-ALS decompositions of reduced-size data can be 
up to 800 times faster than PARAFAC-ALS decompositions 
of full-size data;

•	 PARAFAC-ALS decompositions of full-size and reduced-
size data yield PARAFAC-ALS loadings profiles that are in-
distinguishable from the perspective of self-modelling curve 
resolution—after the reduced-size ones are expanded as out-
lined in Section 2.2;

•	 PARAFAC-ALS model quality and adequacy is preserved 
once the aforementioned compression operation is carried out.

The benefits that users and operators could then get from it 
go substantially without saying. The only requirement to run 
the algorithmic procedure described in Section 2.1 is the prior 
estimation of the effective rank of the analysed data struc-
tures, F. Although tackling this task might not be trivial, it is 
worth mentioning that setting exactly this parameter may not 
be critical either: in fact, one could always think of slightly 
overestimating F in the compression stage—this would yield 
marginally larger datasets containing anyway the EI captured 
by the original recordings—and readjusting it only for the 
sake of the final trilinear factorisation depending also on the 
values quality metrics like LOF and CORCONDIA assume. It 
should additionally be noticed that, even if the main focus of 
this work was on PARAFAC-ALS, the designed data reduction 
scheme can be coupled to a wider range of three- and multi-
way modelling techniques like Parallel Profiles with Linear 
Dependences-ALS (PARALIND-ALS [61]) or Tucker-ALS 
and all its variants [50]. This can be achieved by a different 
modulation of the compression rate along each individual 
data mode. Finally, it has to be stressed that the approach de-
veloped here builds upon recent advances in the domain of 
bilinear curve resolution [27–29] and constitutes an evidence 
of how the principle of convex hull estimation for the identi-
fication of essential rows and columns of two-way arrays can 
be successfully extended to higher order ones. This basically 
arises from the common mathematical properties shared by 
standard SVD and HOSVD.
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Endnotes

	1	For the sake of clarity, the local rank of a data matrix corresponds to 
the number of components/factors underlying specific portions of it, 
that is, specific windows of its rows and columns [30].

	2	It is worth noticing here that the columns of  ,  and  correspond 
to the left singular vectors of the two-way arrays resulting from the 
row-wise, column-wise and tube-wise unfolding of D [46].
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Appendix A

Here, the relationship between the HOSVD core S and the singular val-
ues of the data matrices obtained via the row-wise, column-wise and 
tube-wise unfolding of D—say D1, D2 and D3—will be inferred.

Rearranging Equation (1), it results that S can be expressed as: 

From this equivalence, it is easy to prove that: 

with S1, S2 and S3 being the two-dimensional arrays yielded by the 
row-wise, column-wise and tube-wise unfolding of S. Given the SVD 
of D1, D2 and D3: 

where V1, V2 and V3 carry the right singular vectors of D1, D2 and D3, 
respectively, then: 
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